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Abstract
This article provides an overview of a shared task to identify contextual hate speech in social media
conversations. This task intends to analyze how context within a conversation in social media can be
used to improve the recognition of hate speech and offensive language. Within the ICHCL task and
data set, messages which seem normal when viewed in isolation might be interpreted as containing or
supporting hate speech, profanity, or other forms of offensiveness depending on the surrounding context.
ICHCL provides a testbed for experimenting methods for best using the context from the preceding
messages. The second goal of ICHCL is to draw even more distinctions between standalone hatred and
hate in its social and conversational context. The multi-class classification of such contextual postings
was the focus of this subtask. Twitter was used to sample the data set. An annotation tool was specifically
built to retrieve and annotate around 5,200 code-mixed postings in English, Hindi, and German. In task-1,
12 teams submitted a total of 41 experiments. In task-2, 25 contributions were submitted by 10 different
groups. The Macro-F1 score is the main criterion for ranking. The top-performing teams have reported
a Macro-F1 score of 0.71 and a subtask score of 0.49, respectively. The task demonstrates how taking
context into account may boost classification results.
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1. Introduction

People across the globe widely use social media like Twitter and Facebook due to their ease
of use and the potential to network with others. The freedom to express oneself is a key
benefit of these media systems. However, due to the anonymity and the social distance in digital
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communication, Hate Speech and other toxic content are frequently seen on such platforms. [1].
The platforms typically impose few limits on user-generated content. Actors with an agenda
to defame others’ reputations may post false and insulting information about them. It is very
important for these platforms to detect such hate material before it spreads and to remain
accessible to a large audience. Regulatory frameworks need to account for the nuance between
protecting free expression and stifling it. Consequently, a great need for algorithmic support for
content moderation rose. Many systems have been developed to detect Hate Speech[2, 3, 4].

Most hate speech detection algorithms in research depend on the text of a post alone without
taking into account any contextual information. The recognition is typically carried out in a
binary task [5]. However, it is often not possible to decide whether a conversational thread
contains hateful or offensive material from a single remark or a reply to a comment. Much
rather that task is possible only when considering the content of the parent post. The content
on social media platforms is disseminated in a huge number of languages, including code-mixed
varieties like Hinglish. Consequently, research and systems are necessary in many languages.
ICHCL is the first benchmark that established a contextual data set for research on contextual
Hate Speech recognition. ICHCL can help determine the most effective strategies for achieving
this objective.

2. Related Work

Many datasets for hate speech and toxic content identification have been proposed. Many of the
data sets are available for English, however, recently shared tasks have created new data sets for
various languages such as Kurdish [6], Ethiopian [7], Portuguese [8] and Slovak [9]. These data
sets have influenced the creation of machine learning models to automatically detect offensive
content, ranging from SVM models with traditional features to state-of-the-art transformer
models.

As elaborated above, a standalone post can often be hardly interpreted because it is part of
a larger discourse and part of a conversation between some users. Using additional context
information from the conversation available or from the account is a realistic task for Hate Speech
identification. However, only a few text classification experiments and datasets considered
context for the class assignment. An early approach was recursive neural networks which
were used to capture context within sentences [10] but less for capturing relations between
subsequent messages in social media.

Some approaches use a late fusion of text features and some meta-features of the account to
facilitate text classification tasks. For example, Wang [11] has implemented such a model for
fake news detection. The last layers of a model concatenate information that was distilled by
diverse systems and fed them into a classifier [11].

The SemEval conference and evaluation initiative introduced the shared task RumourEval
in 2019 (Determining Rumour Veracity and Support for Rumours) [12]. RumourEval reacts
to the need to consider evolving conversations and news updates for rumors and check their
veracity. The best performing system in subtask B by [13] used word2vec [14] for word text
featuring combined with several other dimensions such as source content analysis, source
account credibility, reply account credibility, and stance of the source message among others.



The authors concatenated all of these features in one model and applied an ensemble approach
for classification.

The notion of toxicity is sometimes used as a more general term than hate speech. An
interesting study developed a dataset that was labeled with and without context by crowd
workers [15]. Half of the messages were annotated observing only the text of the message and
the other half was annotated with additional context. The percentage of toxic messages is low
in this dataset and reaches a maximum of 6 percent. The performance in both sets is similar,
however, this seems no convincing argument that context is not helpful for a classifier.

Another dataset that was extended with context information adopts the notion of abusiveness
[16]. Data was collected based on an existing dataset without contextual information. For all
tweets, the text was used to search them and if they were found, the authors tried to extract
the previous messages. For all tweets, for which this was successful, the preceding messages
were downloaded as context. Applying this methodology, almost half of the tweets which were
annotated as abusive were labelled as non-abusive once context was available [16]. Xu and
colleagues developed a model for checking whether code words are used in their common
meaning or with different meaning that is intended to relate to a group [17]. Such code words
which are known in a community and might be used to hide Hate Speech and avoid content
moderation.

The ICHCL task was already offered at FIRE 2021 [18]. [19] benchmarked the ICHCL dataset
using most of the text representation schemes and classifiers. The best- performing pipeline
uses a fine-tuned SentBERT paired with an LSTM as a classifier. This pipeline achieves a macro
F1 score of 0.892 on the ICHCL test dataset. Overall, 15 research teams participated in the shared
task. The reported macro 𝐹1 score ranges around 0.49 to 0.73. The best team, MIDAS [20]
developed ensembles of three transformer models, namely IndicBERT, Multilingual-BERT, and
XLM-RoBERTa and reported macro-F1 score around 0.729. The authors concatenated posts to
represent the conversational dialogue. The next two teams, Super Mario [21] and IIIT Hyderabad
[22] used models based on XLM-RoBERTa and reported a macro F1 score around 0.71 and 0.70
respectively. The majority of the teams used different variants of BERT such as multilingual
BERT, and IndicBERT for the classification. Team PC1 adopted a completely different approach.
The authors converted text in the Devanagari script to ASCII characters. The author claims that
this will work for any language. These results [18] represents the state-of-the-art performance
for contextual Hate Speech identification.

3. HASOC Task Overview and Dataset

People’s support for the hateful, offensive or profane material in conversational threads on
social media is not always obvious from a single tweet, remark, or reply to a comment, but
may be unearthed by looking at the larger conversational thread or the parent tweet. The
primary motivation for offering this task is to discover content that encourages the spread of
toxic content on social media platforms.

The following subsections will discuss the task design and will present the data set.



3.1. Task Overview

In this section, we’ll discuss the two tasks that were offered. They are as follows:

3.1.1. Task-1: ICHCL HINGLISH and GERMAN Codemix Binary Classification

This task focuses on identifying hate speech and offensive language offered in Hinglish and
German. Participants are expected to categorize tweets into two classes: hateful and offensive
(HOF) and non-hateful and offensive (NOT). The descriptions of the classes are as follows:

• Non Hate-Offensive (NOT): This post does not contain any Hate speech, profane,
offensive content.

• Hate and Offensive (HOF): This tweet, comment, or reply contains Hate, offensive, and
profane content in itself or supports hate expressed in the parent tweet.

This can be best described by Figure 1. The parent/source tweet shows health-related an-
tipathy against the individual. The screenshots show three comments. Without the context of
the parent tweet, the three statements would not be regarded as offensive (ie, they would be
labelled NOT). However, if we consider the conversational context, we might conclude that
the comments reinforce the abuse represented by the original tweet. Therefore, these remarks
should also be considered as offensive (ie, they will be labelled HOF).

3.1.2. Task 2: Identification of Conversational Hate-Speech in Code-Mixed Languages
(ICHCL) - Multiclass Classification.

Despite the fact that task 1 opens us to new frontiers to be conquered, it has a few negatives. One
of which is seen in Figure 2. All the levels in Figure 2 will be labelled as hate. However, as the
text demonstrates, they are all standalone hate. None of them are supporting or contextual hate.
The labelling method, however, prevents models from recognizing if a chat thread comprises
just independent hatred or also contextual hatred. To make amends, we’ve introduced task 2.
Task 2 involves distinguishing between standalone and contextual hate. The labels in task 2 are
as follows:

• Standalone Hate (SHOF) - This tweet, comment, or reply contains Hate, offensive, and
profane content in itself.

• Contextual Hate (CHOF) - Comment or reply is supporting the hate, offense, and
profanity expressed in its parent. This includes affirming the hate with positive sentiment
and having apparent hate.

• Non-Hate (NONE) - This tweet, comment, or reply does not contain Hate, offensive,
and profane content in itself.

So now, the comments in Figure 1 will be labelled contextual hate (CHOF) and the main tweet
will be labelled as standalone hate (SHOF). On the other hand, comment and reply from 2 will
be labelled standalone hate (SHOF) including the main tweet. We hope that introduction of a
new label will help the language models understand the difference between standalone and
contextual hate.



Figure 1: Conversational Hate Speech on Twitter

3.2. Dataset

In this subsection, we will present the dataset collection and dataset statistics. For sampling
the tweets and to reduce the influence of prejudice, we have selected controversial stories on a
variety of subjects. We’ve hand-selected controversial stories with a high likelihood of including
hateful, offensive, and profane comments from the following categories. They are as follows:

• Bulli Bai App controversy
• Protest on Citizenship Amendment Act in India.
• Indian Celebrity Controversy.
• COVID-19
• Cast Controversy in India.
• Uniform Civil Code in India.
• Hinduphobia.



Figure 2: Misunderstandings in task 1

• Controversy related to Namaz in a public place.
• Farmer Protest on new farm laws in India.
• India -Pakistan Cricket match
• Differences in Indian history.
• Islamophobia.
• Russian-Ukrainian conflict.
• Antisemitism
• Kashmir issues.
• Ozil’s Prayer on ground
• Temple-Mosque Controversies in India.
• Taliban takeover of Afghanistan

As a new task has been included, now the directory structure will also contain a contex-
tual_labels.json file which will have labels for the task 2.

In terms of annotations, we only annotated task 2. This was because standalone hate and
contextual hate together formed the HOF class in the binary classification dataset. We used a



Level After 2 Annotations After 3 Annotations
Main Tweets 0.672 1.0
Comments 0.6 0.95

Replies 0.667 0.91

Table 1
Level-wise Inter Annotator Agreement

different annotation algorithm for this task. In this algorithm, the annotations are done level
by level. For example, first, all the main Tweets are annotated by two annotators, if there is a
conflict then it is annotated by the third annotator. During this time, no comments or replies
are annotated. Following this, all the comments are annotated by a max of four people and after
all the comments are annotated without any conflict, the replies are annotated also by a max of
four annotators. The inter-annotator agreement after two rounds of annotations was 0.51 and
0.95 for the remaining ones after 3 rounds of annotations. Table 1 presents the level-wise Inter
annotator Agreement. After the third round of annotations, 95% of the tweets have no conflicts,
indicating that the annotations are of high quality.

The tables 2 and 3 presents the dataset statistics of both the tasks.

Dataset #Twitter Posts #Comments on posts #Replies on comments
— HOF NOT HOF NOT HOF NOT

Train
Hinglish 75 97 759 1166 1690 1127
German 6 5 59 136 23 78

Test
Hinglish 8 5 101 175 404 303
German 2 2 20 40 1 16

Total 91 109 939 1517 2118 1524

Table 2
Dataset statistics for Task 1

#Twitter Posts #Comments on Posts #Replies on comments
SHOF NONE SHOF CHOF NONE SHOF CHOF NONE

Train 75 97 588 171 1166 973 717 1127
Test 8 5 76 25 175 266 138 303
Total 83 102 664 196 1341 1239 855 1430

Table 3
Dataset statistics for Task 2

4. Results

A total of 13 teams submitted 66 runs, 41 for task 1 and 25 for task 2. To give participants an
idea of how to handle directory structure and contextual text, a baseline model was provided,
which lowered the entry barrier. Details about the baseline model are described in section 5.1.
Results of Baseline and teams are shown in Table 4 and 5. Figure 3 presents a comparison of the
classwise F1 scores for CHOF, SHOF and NONE for task-2.



Table 4
Results of Task 1 Hindi-English Codemixed and German

Rank Team Name Macro F1

1 nlplab_isi [23] 0.7083
2 citk_isi [24] 0.6621
2 hate-busters [25] 0.661
3 bouchekif 0.6477
4 fosu-nlp [26] 0.6388
5 diu_bert 0.6281
6 irlab@iitbhu [27] 0.6271
7 sakshi hasoc [28] 0.6088
8 diu_bd_bert 0.6083
9 ml_ai_iiitranchi [29] 0.6008
10 uncle’s boys 0.6004
11 HASOC (Baseline Results) 0.5937
12 gunjan [30] 0.5693
13 nitk_it 0.4173

Table 5
Results of Task 2 Hindi-English Codemixed

Rank Team Name Macro F1

1 ub-cs [31] 0.4939
2 HASOC (Baseline Results) 0.4899
3 fosu-nlp [26] 0.4769
4 bouchekif 0.4665
5 hate-busters [25] 0.4651
6 nlplab_isi [23] 0.4448
7 irlab@iitbhu [27] 0.439
8 ml_ai_iiitranchi [29] 0.4164
9 citk_isi [24] 0.3952
10 gunjan [30] 0.2865
11 sakshi [28] 0.2548

5. Methodology

In this section, we discuss the methodology used in the baseline model and the various ap-
proaches used by the participants.

5.1. Baseline Model

To reduce the barrier to entry into ICHCL and encourage participation from the scientific
community, the organizers offered participants with a baseline model. The model implements
TF-IDF, a traditional content representation method, and does not require any deep learning
technologies. Participants could use and change this code, which includes feature design and



Figure 3: Classswise F1 scores

classification procedures, for their own studies. On a GitHub repository, the code for the basic
model has been made accessible.1.

The system architecture of the baseline model is as follows:

• First, all the libraries and the stemmer and stop words are loaded.
• All the JSON files are read.
• Then the concatenated tweets are vectorized using a TF-IDF Vecorizer from Scikit-Learn.
• These tweets are split into the validation set and the train set.

1https://github.com/hasocfire/ICHCL-baseline/tree/master/ICHCL_baseline-2k22

https://github.com/hasocfire/ICHCL-baseline/tree/master/ICHCL_baseline-2k22


• A basic 2-layer MLP is trained on this dataset with 64 and 32 nodes in each layer respec-
tively. These layers are followed by a classification module, with one or three nodes and
sigmoid and softmax depending on the task. The model tries to minimize the binary
cross-entropy or cross-entropy models depending on the task.

• This model is then trained on the dataset for 5 epochs with 32 batch sizes and Adam
optimizer.

5.2. Participant systems

In this subsection, the system description of the top 5 teams from both tasks will be discussed.

5.2.1. Task-1

The top 5 teams in task 1 implemented the following systems:

• nlplab_isi: The levels were concatenated using ’[SEP]’ token. The system uses an
ensemble of 3 fine-tuned transformer models, namely XLM-Roberta [32], Indic-BERT
[33] and Google MuRIL [34]. However, using only one transformer was yielding better
results compared to the ensemble model [23].

• citk_isi: The concatenated tweets are taken as input to a multilingual-Bert, which is
fine-tuned by adding a classification layer at the end [24].

• hate-busters: This team uses an ensemble of three models. All used XLM-RoBERTa as
the base but they are trained in three different ways. One of them is trained alone to
optimize the isotropy property and to optimize the classification task as well. The other
two models are ensemble models which rely on XLM-RoBERTa as the base but one of
them uses 5-fold classification and another one is trained on the entire data using five
different seeds. Similar to other approaches, the tweets were first concatenated [25].

• fosu-nlp: The tweets are concatenated in reverse order(ie, reply-comment-tweet) and 2
transformer models (one for Hinglish, one for German) were fine-tuned to achieve the
classification [26].

• irlab@iitbhu: The concatenated tweets are taken as input to a XLM-RoBERTa, which is
fine-tuned by adding a classification layer at the end [27].

5.2.2. Task-2

Out of the top 5 teams in task 2, only one is different from task 1 top 5 teams, and out of those 4
teams, only one has different systems for classification across tasks. Those are as follows:

• ub-cs: The best-submitted system "enhances" the tweets by augmenting the tweets to
include emoji descriptions. This system first concatenates the levels and then fine-tunes
an XLM-RoBERTa model. This with the "enhanced" tweets leads to the best F1 score for
task 2 [31].

• fosu-nlp: The details of the implementation are identical to task-1, except that the team
uses two different models for classification. The first model classifies between hate and
non-hate while the second one classifies between standalone or contextual hate [26].



Most approaches simply integrate the context by concatenating the source tweet, the comment,
and the reply. It might be a promising area of research to test further forms for considering the
context.

6. Conclusions and Future Work

In comparison to ICHCL 2021, the performance stayed at the same level regarding the metric
Macro-F1. The systems which were developed are rather similar. Mostly, transformer models
were used. The baseline obtained the 2nd best performance for task 2. There might be two
reasons for this observation. Many comments and replies of the category CHOF contained
merely a few emojis.

The solution to concatenate the replies might lead to weak results due to their length. Fur-
thermore, most teams remove emojis during preprocessing. Many short replies and comments
will be transferred to an empty string. Thus, the preprocessing might not lead to beneficial
information for the models. For the baseline, emojis were not removed, and using TF-IDF for
features might give higher weights to emojis. This fact might explain the robust performance of
the baseline. This observation is also supported by the fact that the best team in task 2 (ub-cs)
translated emojis into a textual description. Thus, the semantic information within the emojis
did not get lost. Furthermore, as we can see in figure 3, the F1 score for CHOF is lower compared
to SHOF for all the teams. Also, the baseline model (rank 2) had the best F1 score (0.35) for the
CHOF model with the rank 1 team (ub-cs) at a close second(0.30). Third team with F1 Score
0.22 has almost 1

3

𝑟𝑑 of ranks above them. This further solidifies the fact that emojis play an
important role in the detection of contextual hate.

The state of the art in research on contextual identification can only progress when further
data sets are developed. The results of ICHCL 2022 show that the performance of classifiers for
this task can still be improved.
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