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Abstract

While social platforms such as Twitter have brought convenience to people, they have also become a hotbed for spreading hate speech. Identifying hate speech and offensive content has become an important task. This paper presents our team's experiments on two shared tasks of HASOC 2022, where we fine-tuned three pre-trained models based on indic-abusive and multilingual BERT to perform hate speech detection on tweets in code-mixed languages. We try to reduce the impact of data imbalance by combining model predictions. Our team obtained 5th (with macro f1: 0.6388) in the dichotomous subtask 1 for Hinglish and German and 3rd (with macro f1: 0.4769) in subtask 2 for Hinglish with multiple classifications.
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1. Introduction

With the widespread popularity of social media platforms such as Twitter and Facebook worldwide, users are free to express their thoughts and opinions. However, it has become a new challenge to detect and deal with the hate sentiment: the voice of hate speech and offensive content will cause severe mental stress to the victims, lead to social tensions, and lead to confrontation and violence [1, 2]. Similar objectionable content has seriously affected people's daily lives, and there is an urgent need to find a low-cost way to solve this challenge.

As a result, social media companies such as Twitter and YouTube have developed their detection systems to monitor user posts and filter hate content. However, current detection systems are mainly targeted at English-speaking environments and are still less practical for languages excluding English or Code-Mixed languages, such as Hinglish. In addition, it remains a chronic problem where contextual information is needed to identify hate speech (e.g., comments that do not contain hate per se but identify with parent tweets that are hate speech). In this state, Hate Speech and Offensive Content Identification in English and Indo-Aryan Languages (HASOC) proposes a series of hate detection classification tasks for low-resource languages, aiming to improve hate detection under low-resource languages. This paper describes our team's (fosu-nlp) working notes for the HASOC 2022 subtask. We studied several pre-trained BERT models and tried to combine them to accomplish the task.

The rest of the paper is organized as follows: Section 2 provides an overview of recent works in hate detection. Section 3 briefly describes the task and dataset composition of HASOC 2022. We will present our methodology and model in Section 4, and the model results will be presented in Section 5. Finally, Section 6 summarizes our work.

2. Related Works

Many effective methods have been proposed for hate speech detection in recent years. Gambäck et al. [3] proposed to classify hate speech using CNN for word2vec embedded Twitter texts. Ayo et al. [4]
performed feature extraction and topic inference of Twitter tweets by TF-IDF and Bayes classifier and proposed a rule-based clustering model. Furthermore, various attempts based on SVM [5], LSTM [6], or the current state-of-the-art pre-trained BERT [7] have been proposed for hate detection in mixed English and Hindi languages.

The HASOC committee has organized a series of tasks in the last few years [8, 9, 10]. At HASOC 2021, Banerjee et al. [11] explored some fine-tuning Transformer models and designing a weighted classifier layer at the final phase. Bhatia et al. [12] utilized an Emoji2Vec system to convert emojis into vectors to add features using emoji data instead of simply removing them. Regarding context-based hate speech detection, Zaki et al. [13] generated results by obtaining predictions from three BERT models and using soft/hard voting, and they ended up with an f1 score of 0.7253. It can be seen that pre-training-based models have significant potential, so we will continue to investigate the application of pre-training models for hate speech detection.

3. HASOC Task and Datasets

At this year's Forum for Information Retrieval Evaluation (FIRE, 2022), HASOC brought a new set of shared tasks [14], including identifying hate-speech posts in a code-mixed language on Twitter. Our team focused on subtasks 1 and 2: Identification of Conversational Hate-Speech in Code-Mixed Languages (ICHCL) [15] Binary and Multiclass. Subtask 1 is a coarse-grained binary classification task that aims to identify hate speech in German and Hinglish (Hindi and English) conversations. Tweets should be classified with the following tags:

- (NOT) Non-Hate-Offensive: The tweet does not contain hate speech.
- (HOF) Hate and Offensive: The tweet reflects hateful, offensive, or profane content.

As an extension of subtask 1, subtask 2 is a triple classification task that further classifies the tweets as follows:

- (SHOF) Standalone Hate: The tweet, comment, or reply contains hateful, offensive, and profane content.
- (CHOF) Contextual Hate: The comment or reply is treated as hate speech by supporting the hateful content expressed in its parent. This includes affirming the hate speech with a positive sentiment.
- (NONE) Non-Hate: The tweet, comment, or response is not hate speech.

The dataset given by HASOC was sourced from Twitter and provided data on tweets and their replies in German and a code-mixed of English and Hindi languages. Statistical information on the number of labels in the original dataset is provided in Table 1.

### Table 1

<table>
<thead>
<tr>
<th>Class</th>
<th>Hinglish</th>
<th>German</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOT</td>
<td>2390</td>
<td>219</td>
</tr>
<tr>
<td>HOF</td>
<td>2524</td>
<td>88</td>
</tr>
<tr>
<td>SHOF</td>
<td>1636</td>
<td>-</td>
</tr>
<tr>
<td>CHOF</td>
<td>888</td>
<td>-</td>
</tr>
<tr>
<td>NONE</td>
<td>2390</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>4914</td>
<td>307</td>
</tr>
</tbody>
</table>

The dataset was stored as a tree structure. For the model to obtain contextual information, the conversation must be flattened and stitched as the "parent-comment-reply" chain. Considering the actual situation that the model does not know the content of the parent tweets at the time of prediction,
we choose to divide the original tweet nodes in a 9:1 ratio to form a new training and validation set. These datasets will be flattened in the next step.

4. Methodology

In this paper, two BERT models were used for fine-tuning experiments. The one is indic-abusive-allInOne-MuRIL [16], a newly proposed hate-detection-binary-classification-model trained for Indian multilingual by team Hate alert, which will be utilized as the primary model for the Hinglish binary task. The other is multilingual BERT [17], which will be used to handle the German part of the binary classification as well as the task of multiclassification.

4.1. Data Pre-processing

First, we expand the tweets and link them to the corresponding tags. Considering the maximum input length limit of BERT, the conversation set will be flattened in the reverse order as "reply-comment-parent," and all data will be pre-processed, specifically:

- All @USER and URL will be removed
- Extra spaces and line feeds will be removed
- All tweets will be normalized by stemming
- Stop word list will be applied to all the tweets

4.2. Subtask 1: ICHCL Binary

In the binary classification task of Subtask 1, two models were trained using tweet data from Hinglish and German, respectively. The Hinglish binary classification model (HNG-BCM), based on the fine-tuned indic-abusive pre-training model, aims to distinguish hate speech in Hindi and English mixed languages. The German part uses the fine-tuned multilingual bert as the German binary classification model (GER-BCM). The final output of both models will be combined and output as the result of Subtask 1.

4.3. Subtask 2: ICHCL Multiclass

For Subtask 2, we treated the triple classification as two associated binary classification tasks to reduce the effect of data imbalance. Two types of hate speech data in multi-label classification will first be used to train the standalone-contextual hate binary classification model (SCH-BCM), which to be able to distinguish between two different types of hate speech. The HNG-BCM in Subtask 1 will then perform the first classification on the test dataset. Then the perceived hate speech in the test dataset is sent to the SCH-BCM for a second classification to determine if it is contextual or standalone hate. In summary, HNG-BCM was used to determine if the input data was hate speech, and SCH-BCM focused on further differentiation of hate speech.

For the two subtasks, Figure 1 gives the corresponding flowcharts for each.

4.4. Experimental setting

For the two subtasks of HASOC 2022, our experiments used Hugging Face's transformer [18] library to fine-tune all pre-trained models. Those models were mostly configured with the same hyperparameters. The batch size was set to 32, and the maximum sequence length was 512. AdamW optimizer [19] with a linear learning rate scheduler and an initial learning rate of 2e-5 is used for training. For HNG-BCM and GER-BCM, we trained for 20 epochs, while for SCH-BCM, it is 40. Models will
be evaluated using macro f1 after training in each epoch. At the end of the training, the model with the highest score will be retained and used as the final model.

**Figure 1**: Task Flow Chart. In binary tasks, HNG-BCM (Hinglish binary classification model) and GER-BCM (German binary classification model) are fine-tuned for Hinglish and German, respectively. In multiclass tasks, SCH-BCM (standalone-contextual hate binary classification model) is designed to further distinguish between types of hate speech.

5. Results

We evaluate the model using the validation set, and macro f1 will be used as the evaluation metric. Table 2 shows the scores achieved by each model on the validation set.

**Table 2**
Macro F1 on the validation set

<table>
<thead>
<tr>
<th>Model</th>
<th>Macro F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>HNG-BCM (Hinglish Binary)</td>
<td>0.6456</td>
</tr>
<tr>
<td>GER-BCM (German Binary)</td>
<td>0.6563</td>
</tr>
<tr>
<td>SCH-BCM (Hinglish Multiclass)</td>
<td>0.5661</td>
</tr>
</tbody>
</table>

In HASOC 2022, we ran three commits in total. The organizers used macro f1 to evaluate the predictions for each subtask. The final scoring metrics obtained by our model in the official test set can be found in Table 3.

**Table 3**
Metric on the test set

<table>
<thead>
<tr>
<th>Task</th>
<th>Macro F1</th>
<th>Precision</th>
<th>Recall</th>
<th>Rank</th>
<th>1st Ranked Team / Macro F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1 ICHCL Binary</td>
<td>0.6388</td>
<td>0.6388</td>
<td>0.6388</td>
<td>5</td>
<td>nlplab_isi / 0.7083</td>
</tr>
<tr>
<td>Task 2 ICHCL Multiclass</td>
<td>0.4769</td>
<td>0.5042</td>
<td>0.4803</td>
<td>3</td>
<td>ub-cs / 0.4939</td>
</tr>
</tbody>
</table>
There are some differences between the final scores and the results on the validation set. This may be caused by the small validation set or the unevenness in partitioning the data, resulting in a higher score for the model on the validation set.

6. Conclusion

This paper briefly describes the results of our team's work on the HASOC 2022 shared task. Multiple pre-trained models have been used and processed in combination to solve the problem of hate speech detection based on the context of multilingual mixed tweets, and our team achieved competitive results for two subtasks. We note that the models perform poorly on the multiclassification task, likely to remain due to data imbalance. Our next work direction will consider trying to eliminate the data imbalance problem by adding training samples using multiple translations.
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