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Abstract
In this paper we take the first steps in studying a new approach to synthesis of efficient communication
schemes in multi-agent systems, trained via reinforcement learning. We combine symbolic methods with
machine learning, in what is referred to as a neuro-symbolic system. The agents are not restricted to only
use initial primitives: reinforcement learning is interleaved with steps to extend the current language
with novel higher-level concepts, allowing generalisation and more informative communication via
shorter messages. We demonstrate that this approach allow agents to converge more quickly on a small
collaborative construction task.
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1. Introduction

Learning to communicate and coordinate efficiently via interactions, rather than relying on
solely supervised learning, is often viewed as a prerequisite for developing artificial agents able
to do complex machine-to-machine and machine-to-human communication [1]. The field of
language learning and emergent communication has a long history [2, 3, 4, 5, 6], and is now
a vibrant field of research also in the deep learning community [7, 8, 9, 10]. Recent work has
focused on developing agents with single message communication [11, 12, 13], variable length
communication [14] and compositional language [15, 16], via interactions and reinforcement
learning. However, a striking characteristic of human communication that has been overlooked
in the literature is the ability to derive novel concepts and abstractions from primitives, via
interaction.

In this paper, we investigate how artificial agents can develop linguistic abstractions via
interaction and reinforcement learning, starting from a small set of primitive concepts and
gradually increasing the size and efficiency of their language over time. Our motivation is
the builder-architect experiment in [17], investigating how humans develop communicative
abstractions. Here, the architect is given a drawing of a shape, and has to instruct the builder
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how to construct it from small blocks. As the experiment progressed, participants developed
more concise instructions after repeated attempts. Instead of talking about the positions of
individual blocks, they started using abstractions describing commonly seen shapes, such as
L-shape or upside-down U, see Figure 1. Our contribution here is an initial feasibility study
of a neuro-symbolic multi-agent reinforcement learning framework for this task. Inspired by
neuro-symbolic program synthesis [18], the agent interleave reinforcement learning to train
their neural network, with symbolic reflection to introduce new concepts for common action
sequences. We show that agents learn to reconstruct the given shapes faster when allowed the
capability to introduce abstractions.

…vertical in 
position 2… Hmm…?

= L-shape

Figure 1: Agents should periodically reflect on their experience and consider introducing abstractions,
allowing shorter utterances for constructing commonly occurring shapes.

2. Implementation

Our setup mimics the one from McCarty et al. [17] where two agents, the architect and the
builder, communicate about a set of geometric shapes. The agents iterate between two learning
phases, one where the agents use reinforcement learning to develop the meaning of each
message, followed by an abstraction phase, where the architect may introduce new instructions
for commonly seen structures. This will allow the agents to potentially solve the tasks using
fewer messages, which gives them a higher reward as shorter interactions are preferred.

2.1. The Environment

The architect’s input is a picture of the goal state alongside the current state, each of which is
represented by binary 6x6 matrices, see Figure 2. Locations where there are blocks are repre-
sented as 1’s and empty locations by 0. This is passed through a feed forward neural network,
which outputs a message with instructions to the builder. The work described here focus on the
learning of the architect, with the builder assumed to understand the architect’s messages per-
fectly. In the future, the builder will also be represented with a neural-network, learning to map
messages to the corresponding (sequence of) actions. Initially, the architect’s message-space
consists of 12 messages, simply the six possible positions of vertical (2 x 1) and horizontal (1 x 2)
blocks respectively. We denote the set of messages as ℳ = {𝑉1, 𝐻1, ..., 𝑉6, 𝐻6}. These initial
messages have a one-to-one correspondence to the basic actions the builder can perform. Note



Goal State

Figure 2: The architect sees both the goal and the current state and decides to instruct the builder to
place a vertical block in position 4.

that the architect is allowed to introduce new messages, abstractions, during the abstraction
phase, formally introduced in later sections.

Reward Function The agents receive a reward 𝑅 at each time step 𝑡 when performing an
action 𝑎, either a larger reward if the new state matches the goal exactly, or a smaller reward
if the most recently placed block partially matches the goal. This reward function is given in
Equation 1, where partial_match denote the number of new grid squares covered by the most
recently placed block matching the goal.

𝑅𝑡(𝑠, 𝑔, 𝑎) = (0.1 * 𝑝𝑎𝑟𝑡𝑖𝑎𝑙_𝑚𝑎𝑡𝑐ℎ+ 1 * (𝑠 == 𝑔)) * 0.9𝑡 (1)

The architect becomes better at generalising what placing a single block entails when receiving
an intermediate reward based on how much of that block contributes to the final goal. The larger
reward from completing the whole structure biases the architect to always aim for a perfect
completion of the goal. Finally, we encourage the architect to always use as few messages as
possible (i.e. using abstractions) by discounting the reward based on the number of time-steps
further.

2.2. Deep Reinforcement Learning

The architect is modelled as a Deep Q-Network (DQN) with experience replay [19]. In short, this
means that the architect, for each state and message, (𝑠,𝑚), estimates the Q-value, or expected
cumulative reward, for conveying message 𝑚 given state 𝑠. We consider a neural network with
layers of sizes [72, 576, 576, 576, 36, |ℳ𝑚𝑎𝑥|], where ℳ𝑚𝑎𝑥 is the maximum allowed size of
the message space, and we use ReLU activation between each layer. See GitHub1 for the other
hyper-parameters and implementation.

2.3. Abstraction Phase

In order to learn abstractions, we implement a version of the wake-sleep-dream framework used
in the neuro-symbolic system DreamCoder [18]. After a wake-phase where the agents have
engaged in reinforcement learning to learn to communicate using the current set of messages,
the architect enters the sleep-phase, where it is allowed to invent new messages. During the
1https://github.com/jerge/MARL/tree/Communicative-Abstractions
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sleep phase, the architect searches for the longest common sub-sequence(s) of messages from
the previous reinforcement learning phase. The sub-sequence’s are rated based on their length
and frequency and the top-rated sequence will turn into a new abstraction.

Next follows a dream phase, which aims to quickly train the agents to use the new abstraction
generated from the sleep phase. This is done by letting the agent re-experience the examples
from the replay buffer, but now with the new abstraction instead of the corresponding sub-
sequence of messages. This will lead the new abstraction towards the appropriate Q-value
before starting the next reinforcement learning phase.

3. Experimental Results

We conducted an initial feasibility experiment for our framework: Given a set of three re-
occurring shapes from McCarthy’s human experiment (Fig. 3) [17], does the agents learn to
reconstruct them faster if allowed to introduce abstractions?

We hypothesise that:

a) Having a language with messages also corresponding to common sequences of actions will
facilitate the reinforcement learning construction task.

b) Our neuro-symbolic agent can discover and learn to use such concepts.

Figure 3: Shapes in our experimental set: 3 upside-down U, 5 C-shapes and 3 L-shapes in all possible
different locations in the 6x6 grid.

Agents were first pre-trained on simple randomly generated shapes to learn the basic mes-
sage/action pairs. To establish an upper and lower bound on the agents’ performance, we
evaluated one instance without abstraction capabilities (worst case, Fig. 4), and one instance
where optimal abstractions for the shapes were already given upfront (best case, Fig. 5). The
differences are large: in the worst case the agents required 350 000 epochs to successfully learn
to construct all shapes, compared to 17 500 epochs in the best case. There is a clear advantage
in having a richer language.

Next, we evaluated the complete architect-agent with ability to introduce abstractions, as
shown in Fig. 6. The agents learned to solve the construction task after 160 000 epochs, which
is still considerably faster than the worst-case scenario. Note that the architect choose to
introduce only two abstractions, the upside-down U very early on, and the C-shape towards the
end. Investigating this behaviour in more detail is further work.



Figure 4: Worst-case bound: without the capability to create abstractions, using only initial primitives,
learning to build all shapes requires over 350 000 epochs.

Figure 5: Best-case bound: If agents are given the relevant abstractions upfront, the task can be learned
in 17 500 epochs.

4. Conclusion and Future Work

In this work, we have introduced a neuro-symbolic framework for learning linguistic abstractions
via a combination of reinforcement learning, symbolic reasoning and interactions between
agents. Our initial results on a small collaborative building task suggest that it is feasible for
reinforcement learning agents to develop useful abstractions by alternating between neural
learning, and symbolic abstraction phases introducing new concepts. These introduced abstract
concepts also greatly improve the performance of the agents.

This is just a first step and we would like to further explore how to learn abstractions via
reinforcement learning. One interesting direction is to extend our work to more complex



Figure 6: With abstraction-invention, the agents need 160 000 epochs to learn to build all shapes. The
horizontal lines mark when the abstraction upside-down U and C-shape were introduced.

environments. One issue that might arise in such scenarios is that the agents might need to
first develop several intermediate abstractions, before being able to construct abstractions that
greatly improves the reward. Solving this type of exploration-exploitation dilemma seems like
a fundamental problem for the agents, and might require new exploration techniques.

Another interesting future direction is to explore scenarios where agents do not share exactly
the same understanding of a message, and are required to reason about each other in a recursive
fashion.
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