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Abstract
This paper focuses on the issue of image search engine results, which many authors claim are the result of biases, thereby multiplying those same biases. The Google search engine was analysed, where images of women from nine countries of the European Union were searched, but using three different languages to generate queries. In this way, we tried to compare the prejudices of other language groups reflected in the results obtained using the search engine. Two thousand seven hundred images of women were collected, and to quantify the results, an artificial intelligence algorithm was used to calculate the probability of nudity in the image. The hypothesis that there is no difference between the perception of women for a particular country by English, Chinese and Russian language users was generally rejected because there are statistically significant differences in 6 out of 9 countries.
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1. Introduction
Search engine bias is a significant concern in today's society. Various studies have been conducted on this topic, and scholars have contributed to understanding this bias's root causes, impacts and mitigation techniques. Search engine image gender bias has significant implications for how we perceive and understand societal inequalities, gender roles, stereotypes, and their perpetuation in a digital society. Over the past decade, researchers have investigated how search engines produce and reproduce gendered images and how these images are used to reinforce established social norms and power relations.

The widespread use of search engines in our daily lives has brought a new dimension to accessing information and images. However, search engine algorithms have been criticised for being biased towards displaying sexualised and objectifying images of women. Sociological authors have contributed to this debate, pointing out how such images can impact women's self-esteem and the perpetuation of gender stereotypes.

This paper will analyse images of women from nine EU countries obtained using the Google search engine but in three different languages. Considering that search engines index and tag different images depending on the language that is next to the image on a web page, it can be concluded that these same images indicate prejudice against women of certain nationalities by the population that uses one of those three languages. English, Chinese, and Russian languages will be used. The collected images will be analysed with an algorithm for detecting nudity, and a quantitative result will be obtained that indicates the differences in prejudices against women of the three mentioned populations.
The explanation can be expressed as a research question: Is there a difference between the perception of women in a particular country by English, Chinese and Russian language users?

After the introduction, the literature is analysed in the second section. In the third section, the sample, methods, and results of the research are described, while in the fourth section, there is a discussion. The fifth section has an endnote, and below is a list of the literature used.

2. Literature review

One of the most important contributions to this field of research is Safiya Umoja Noble (2018) work exploring how search engine algorithms can perpetuate and reinforce societal biases, particularly concerning race and gender. Their research has proved that search engine algorithms perpetuate gender and racial biases. It has also revealed that search results for particular groups were often linked to negative or stereotypical content, which can reinforce further harmful societal stereotypes [1].

Nobles highlights the issue of the sexualisation of women in search engine image results. One of the key findings is that search engines tend to reinforce and perpetuate gender stereotypes in their image results. When searching for images of women, search engines often prioritise and display sexualised images, reinforcing the idea that women are primarily objects of male desire. This can seriously affect women's self-esteem and comprehension by other, different social groups.

Additionally, search engine algorithms tend to prioritise images shared and liked the most, rather than images most relevant to the search query. This can create a feedback loop where popular images continue to be prioritised, regardless of whether they perpetuate gender stereotypes or not. She argues that search engines must take a more proactive approach to identify and address these algorithms' biases.

Nobles highlight the need for greater awareness and action around the issue of search engine image gender bias. Her research has also found that search engines often return stereotypical images of women in specific fields, such as nursing or teaching. This reinforces traditional gender roles and biases.

Another study that contributed to this field was Latanya Sweeney's research on gender and racial bias in search engines (2013). Sweeney found that search engine autocompletes suggestions for names associated with women were more likely to include negative terms and stereotypes than those associated with men. Additionally, her research found that job ads for male-dominated fields were more likely to display when search engine users entered terms related to the male gender than when they entered terms associated with the female gender [3].

Overall, Sweeney's research highlights the need for greater awareness and accountability regarding the potential for search engines to perpetuate biases and stereotypes related to race and gender. She emphasises the importance of transparent and inclusive algorithmic design and the need for ongoing evaluation of how search engines impact different social groups.

Similarly, Kate Crawford's study (2016) revealed that machine learning algorithms used to train facial recognition systems were often biased towards white people and males. This bias was due to the underrepresentation of women and people of colour in the training data. Crawford argued that these biases must be addressed by increasing diversity in the training data and algorithm development [4].

Kate Crawford has conducted several studies on search engine image gender bias, with some of the key findings as follows:

1. Stereotypical images: Her research has also found that search engines often return stereotypical images of women in specific fields, such as nursing or teaching. This reinforces traditional gender roles and biases.

2. Objectification of women: Crawford's research has revealed that search engines often display objectifying images of women, particularly concerning sexualised keywords. This can contribute to the objectification and sexualisation of women in society.

3. Intersectional biases: Crawford has also highlighted the intersectional nature of search engine bias, where women from marginalised communities, such as women of colour, are particularly likely
to be negatively impacted by search engine image bias.

4. The invisibility of specific groups: such as non-binary individuals and those who do not conform to traditional gender roles, is often rendered invisible in search engine image results, reinforcing societal biases and exclusion [5] [4].

Overall, Crawford's research highlights the need for greater awareness and accountability regarding search engine image gender bias and the importance of inclusive and diverse representation in search engine results.

One of the key themes in the literature on search engine image gender bias is the prevalence of stereotypical and objectifying, even sexualised, images of women. Researchers have found that search engines often prioritise images of women that conform to traditional gender roles, such as images of women in sexualised or domestic contexts. Different research studies revealed that the search results prioritised images of women in submissive, sexualised poses and that the images were often manipulated through editing software to enhance the sexualisation. This tendency to present women as passive and objectified reinforces patriarchal norms and contributes to women's marginalisation, objectification and oppression [5] [4].

Furtheron, Schwemmer et al. (2020) developed a framework for analysing gender bias in image recognition systems and applied it to several publicly available methods, finding evidence of bias in all of them [7].

Additionally, Fabris et al. (2020) explored the gender bias conveyed by ranking algorithms, finding that these algorithms often reinforce gender stereotypes by prioritising images and information that conform to traditional gender roles and excluding those that challenge or subvert those roles [8].

Banet-Weiser, S. (2012) argues that search engines reinforce gender stereotypes by displaying sexualised images of women. Emphasis on sexualised images of women can harm women's self-esteem and perpetuate patriarchal attitudes [9]. Banet-Weiser's argument is supported by several studies that have shown that exposure to sexualised images of women can lead to negative effects on women's self-esteem and body image [10], [11]. Moreover, Banet-Weiser notes that the search engine algorithms are not neutral, but rather reflect the cultural biases and assumptions of the programmers who design them [9].

Rottenberg, C. (2014) argues that the emphasis on sexualised images of women in search engine results reflects a neoliberal feminist approach that values women's sexuality as a form of empowerment. Rottenberg notes that the commodification of women's sexuality has been a central feature of neoliberalism and argues that this is reflected in search engine algorithms. She argues that this approach can harm women, reducing them to objects of desire and reinforcing patriarchal attitudes towards women's bodies. Furthermore, search engines reinforce gender stereotypes by displaying sexualised images of women but also note that feminist activists are using the Internet to challenge these representations. Feminist activists use the Internet to create counterpublics that challenge dominant representations of women's bodies and sexuality [12].

The literature reviewed here shows that there is evidence to support the claim that search engines are biased toward displaying sexualised and objectifying images of women. These images can negatively affect women's self-esteem, perpetuate harmful stereotypes of women, and contribute to the objectification of women's bodies. Moreover, the literature reviewed here shows that the search engine algorithms are not neutral but reflect the cultural biases and assumptions of the programmers who design them. These biases can reinforce patriarchal attitudes towards women's bodies and sexuality.
and marginalise women of colour and other marginalised groups.

Efforts to address search engine image gender bias have primarily focused on two strategies: algorithmic interventions and community-led initiatives. Algorithmic interventions involve modifying the algorithms used by search engines to produce more diverse and representative image results. For example, a study by Fabrizzi S. et al. (2021 & 2022) and proposed a method for adjusting search engine algorithms to reduce gender and racial bias in image search results [23]. Community-led initiatives involve engaging with communities affected by search engine image gender bias to raise awareness and develop strategies for challenging and subverting dominant stereotypes and biases.

Overall, the literature on search engine image gender bias highlights the complex and multifaceted nature of the issue and how search engines can perpetuate and reinforce gender stereotypes, biases, and inequalities. While efforts to address these issues are ongoing, it is clear that more work needs to be done to ensure that search engines reflect the diversity and complexity of human nature and experience, not perpetuating offensive, biased and harmful stereotypes and inequalities.

However, the literature reviewed here also shows that feminist activists use the Internet to challenge these dominant representations of women's bodies and sexuality. By creating counter-publics that challenge these representations, these activists can offer alternative images and narratives that celebrate women's diversity and challenge patriarchal attitudes towards women's bodies.

3. Research
3.1. Sample

The Google image search engine was used in the paper. The countries selected for analysis are the nine European Union countries with the most significant number of inhabitants. These are, in alphabetical order, Belgium, Czechia, France, Greece, Italy, the Netherlands, Poland, Romania and Spain. The image search engine Google indexes web pages on the Internet. It uses several methods and algorithms that are not publicly available to mark images and assign them tags with the most likely content. The first step before collecting the images was to determine whether the images that the Google search engine returns, as a result, depend on the language in which the query is made. Testing in different languages showed that the results depend on the language of the query and that we get different results for the same terms in other languages.

After that, three languages were chosen in which the queries were generated: English, Russian, and Chinese. In this way, we can compare the perception of the populations that use the mentioned languages.

The third step was the definition of the query itself, and two words were chosen, the first word being "woman", while the second word is the name of the country for which we are interested in pictures of women. For example, if we wanted to collect images of women from Spain, the query in English was: woman Spain. In the case of the Russian language, the query was: женщина Испания. The number of images collected was one hundred for each country and each language. The product of the number of images (100), the number of countries (9) and the number of languages (3) is a total of 2700 images. We collected images using a program written in the Python programming language, and the program is available at: https://github.com/kristian1971/RTA-CSIT-2023.

3.2. Method

Authors mentioned in the literature often state that existing biases will likely be reinforced by transferring them to search engine systems, as it is a kind of feedback loop. Prejudice is initially part of a person's attitude, but publishing that prejudice on a web page on the Internet makes that same prejudice available to search engines. Based on several factors that are used to rank content on the Internet, prejudice becomes part of the results by which that same search engine influences the users' attitudes. People who are significant content creators have a powerful influence on this path, and this includes journalists and editors of portals with a large number of users. The literature also mentions the influence of the search engines themselves, the creators of algorithms for searching, indexing, tagging and ranking results. Figure 1 shows the path by which prejudice can spread from a prominent content creator to a broader population with the help of search engines.
Two thousand seven hundred images of women from 9 nations were collected, and queries were made in three languages. As previously stated, the collected images indicate the attitude of the population in the manner described. By looking at the pictures, you can see the differences between the nationalities of the women, and it is evident that the pictures show women of different ages. In addition, some nations are represented by younger and more freely dressed women than others. To quantify these differences, an algorithm was used to calculate the nudity score of each image. The nudity score results from an algorithm based on a deep neural network, which can range from 0 to 1. The value 0 represents a probability of 0 that a person is without clothes in the image. In contrast, a value of 1 means the same probability that there is a person without clothes in the image. The analysis of the obtained values should reveal the prejudices of the mentioned three groups (English, Chinese and Russian speakers) towards women who belong to the mentioned nine EU countries or ethnicities.

3.3. Nudity score algorithms

There are many artificial intelligence algorithms for obtaining a nudity score. Ananthram et al. analysed ten of the most famous ones for which an Application Programming Interface (API) is available on the Internet. In the title of Ananthram's paper, the author mentioned the abbreviation NSFW for the algorithms. It is a set of algorithms often used by companies to detect content unsuitable for use during working hours, and the acronym comes from "Not Safe For Work". The authors stated that NSFW algorithms detect five categories of content, namely:

- Explicit Nudity
- Suggestive Nudity
- Porn/sexual act
- Simulated/Animated porn
- Gore/Violence [13]

For this paper, some listed categories are unimportant but do not affect the result.
Figure 2: Average nudity score
In Table 2 are the median values of the nudity score, shown in the graph in Figure 3.

Table 2
Median nudity score

<table>
<thead>
<tr>
<th>Country</th>
<th>Chinese</th>
<th>English</th>
<th>Russian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>0.011</td>
<td>0.0084</td>
<td>0.0021</td>
</tr>
<tr>
<td>Czechia</td>
<td>0.0038</td>
<td>0.0044</td>
<td>0.0067</td>
</tr>
<tr>
<td>France</td>
<td>0.0059</td>
<td>0.006</td>
<td>0.0039</td>
</tr>
<tr>
<td>Greece</td>
<td>0.0216</td>
<td>0.0051</td>
<td>0.0082</td>
</tr>
<tr>
<td>Italy</td>
<td>0.0106</td>
<td>0.0071</td>
<td>0.0128</td>
</tr>
<tr>
<td>Netherland</td>
<td>0.0067</td>
<td>0.0068</td>
<td>0.0017</td>
</tr>
<tr>
<td>Poland</td>
<td>0.0057</td>
<td>0.0025</td>
<td>0.006</td>
</tr>
<tr>
<td>Romania</td>
<td>0.004</td>
<td>0.0041</td>
<td>0.0018</td>
</tr>
<tr>
<td>Spain</td>
<td>0.0378</td>
<td>0.0144</td>
<td>0.0139</td>
</tr>
</tbody>
</table>

Figure 3: Median nudity score
In Table 3 are the maximum values of the nudity score, which are the same as shown on the graph in Figure 4.

Table 3
Maximum nudity score

<table>
<thead>
<tr>
<th>Country</th>
<th>Chinese</th>
<th>English</th>
<th>Russian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>0.3638</td>
<td>0.4669</td>
<td>0.4566</td>
</tr>
<tr>
<td>Czechia</td>
<td>0.38</td>
<td>0.4327</td>
<td>0.6414</td>
</tr>
<tr>
<td>France</td>
<td>0.3078</td>
<td>0.8365</td>
<td>0.5745</td>
</tr>
<tr>
<td>Greece</td>
<td>0.7974</td>
<td>0.3416</td>
<td>0.603</td>
</tr>
<tr>
<td>Italy</td>
<td>0.3232</td>
<td>0.3065</td>
<td>0.308</td>
</tr>
<tr>
<td>Netherland</td>
<td>0.4433</td>
<td>0.7559</td>
<td>0.7548</td>
</tr>
<tr>
<td>Poland</td>
<td>0.453</td>
<td>0.65</td>
<td>0.4085</td>
</tr>
<tr>
<td>Romania</td>
<td>0.461</td>
<td>0.3683</td>
<td>0.2513</td>
</tr>
<tr>
<td>Spain</td>
<td>0.803</td>
<td>0.838</td>
<td>0.9376</td>
</tr>
</tbody>
</table>

Figure 4: Maximum nudity score
The description of the algorithm states that scores <0.2 indicate that the image is likely to be safe. Scores > 0.8 suggest that the image is highly probable to be NSFW. Scores between 0.2 and 0.8 may be binned for different NSFW levels. Table 4 shows the number of pictures whose nudity score exceeds 0.2, and the same values are shown graphically in Figure 5.

Table 4
Nudity scores below 0.2

<table>
<thead>
<tr>
<th>Country</th>
<th>CHI</th>
<th>ENG</th>
<th>RUS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>4</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>Czechia</td>
<td>2</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>France</td>
<td>10</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Greece</td>
<td>9</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>Italy</td>
<td>6</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Netherland</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Poland</td>
<td>8</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Romania</td>
<td>20</td>
<td>16</td>
<td>10</td>
</tr>
</tbody>
</table>
The research question deals with a difference between the perception of women in a particular country by English, Chinese and Russian language users, so the hypothesis is: there is no difference between the perception of women in a specific country by English, Chinese and Russian language users.

Figure 6 shows the distribution of 2700 results obtained by the algorithm, which shows that this is not normally distributed data. For this reason, the non-parametric Kruskal-Wallis test was chosen for testing the hypothesis.

The SPSS 20 tool was used for statistical analysis. Considering that data was collected for nine countries, nine hypothesis tests were conducted, for each country separately. The test results are visible in Table 5.

In the second column of Table 5, there are p-values, while in the third, fourth, and fifth columns are the ranks of the results for each country depending on the language in which the query was made. Rows for which the p-value is less than 0.05 are in bold. Suppose the rank value for a particular language is higher. In that case, it indicates that the nudity score values were also higher, which further suggests that the probability that the pictures show nudity is higher. As a rule, the search engine did not return images with nudity, but the algorithm is sensitive to the very signs of nudity, that is, scantily clad women.

### 4. Discussion

Analysis of the descriptive statistics of the nudity score for each country and language provides much information. First of all, the results obtained for women from Spain have the highest average nudity score values (0.1216; 0.1112; 0.0801), and the same is true for the median (0.0378; 0.0144; 0.0139) and maximum values (0.803; 0.838; 0.9376). The values that are also visually significantly higher, but only for the Chinese language, are the values of the nudity score for Greece, i.e. images of Greek women. The nudity score anomaly for France (English language) and the Netherlands (English and Russian language) is somewhat noticeable. Whether the nudity score value for the Netherlands is higher because of the liberal attitude towards prostitution is a hypothesis that should be further investigated by analysing the content of the pages from which the images were obtained.

When analysing images for all nine countries, the average nudity score values for Chinese, English, and Russian are 0.0524, 0.0462, and 0.0360.
In the description of the algorithm, it is stated that nudity score values less than 0.2 are probably safe, so Table 4 and Figure 5 shows a total of 100 images per group whose score is greater than 0.2. Considerably higher values for Spain are also visible in that analysis.

Finally, we analyse the hypothesis that there is no difference between the perception of women in a particular country by English, Chinese and Russian language users. Nine tests were conducted, and it is evident that for only three countries, there is no statistically significant difference in the ranks of nudity score values for all three languages. Those countries are Czechia, France and Italy. There is a statistically significant difference between the nudity score ranks for all other countries (Belgium, Greece, Netherlands, Poland, Romania, and Spain). Interestingly, we get the three highest values for the Chinese language (Belgium, Greece, Spain), while for the English language, we get two (Netherlands, Romania), and for the Russian language, only one (Poland).

5. Conclusion

Search engine image gender bias is a complex issue that significantly impacts a contemporary digitalised society. Recent research has contributed substantially to understanding this bias's root causes and impacts. Scholars have found that search engine algorithms perpetuate gender and racial biases, reinforce harmful stereotypes, and limit opportunities for different societal groups. Addressing these biases will require greater awareness and regulation of search engine algorithms and, perhaps even more important, a system of automatic regulation of results that eliminates user-generated biases. One way is to use the algorithm that was used in the paper.

The hypothesised equality between the perception of women for a particular country by English, Chinese and Russian language users was generally rejected, but with an indication that it was rejected for six analysed countries. In comparison, it was not rejected for the three countries. From the descriptive statistics, it can be concluded that the nudity score values are significantly higher for Spain compared to the other eight analysed countries and that queries in the Chinese language usually return images with a higher nudity score. The average value of the nudity score for the Chinese language is the highest when analysing images for all nine countries.

Further research can be extended to all other EU countries and some other countries outside the EU and Europe. In addition, reviewing the images shows that the images with a higher nudity score are generally images of younger women. Further research could use algorithms to analyse the age of women in images, which would give a different perspective on practically the same problem.
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