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Abstract  
The article deals with the problem of quality evaluation of multimedia content. The expediency 

of using to solve the specified problem taking into account the evaluations of respondents of 
focus groups is shown. Considering the inadequacy of the assessment, which was given by the 
respondents of the focus group only "verbally", it is impossible to unequivocally determine the 

level of quality of the presented multimedia content. Taking into account the indicated 
disadvantage, the task of developing a methodology for evaluation the quality of multimedia 

content based on the it's emotional perception by individual respondents of the focus group 
becomes actuality. On the basis of the proposed method of detection, fixation and classification 
of emotions, a software system for evaluating the quality of multimedia content has been 

developed. 
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1. Introduction 

Multimedia content, as a collection of interactive content data in video and photo format, in 

combination with audio, plays an important role in the everyday life of every person. Without thinking 

about it, every day we receive such information from various aspects of our lives in the form of 

advertisement, which we don't attach so much importance. Passing by billboards, listening the favorite 

radio station or watching TV, we get advertisement content. All these, in our opinion, insignificant 

factors leave an imprint in our memory. And at the next time when we will be in a store or looking for 

a necessary service, imprints of this media content will appear in our subconscious [1]. The main 

purpose of which is the formation a positive opinion about this product or company, and as a result – it 

is to encourage a potential buyer to purchase the product that was advertised. 

2. Related works 

Multimedia content, as known, is a combination of various forms of information presentation, such 

as text, graphics and sound [2-4]. In order to correctly assess a person's emotions while watching a 

video clip, we need high-quality multimedia content that has good recording quality, sound 

accompaniment, detailed information about the product and the absence of elements that would distract 

attention from the main thing. Such multimedia content is an important component for obtaining correct 

data when evaluating a given multimedia content by a formed focus group. The absence of one or more 

elements of high-quality content can lead to a misinterpretation of a person's emotions. The method of 
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evaluating content by a focus group created for this purpose is widely used in marketing and 

sociological research. The purpose of the focus group is not to reach a group consensus, but to find out 

the directions of opinion of all participants of the process. Both positive and negative evaluation results 

are taken into account, as each person has their own individual vision for a given advertising product. 

The opinion of the focus group respondents is very important, as it reflects the percentage correlation 

of interviewed people with a positive result to those whose result is unsatisfactory for the customer. On 

the basis of these data, it is possible to make more complex calculations, from which it is possible to 

determine whether this product will be in demand among real buyers. The higher quality of the 

multimedia content, the better result of the focus groups, so these two factors are dependent on each 

other [5-8]. The disadvantage of such evaluation of multimedia content by respondents is the human 

factor, which is explained by giving a vague assessment of one's own needs. Therefore, the task of 

eliminating the factor of "vague", "verbal" and "overestimated" assessment by taking into account the 

respondents' emotional perception of the offered content becomes actuality. 

3. Overview of the research 

For the successful making of any marketing decision, first of all, work is carried out with the target 

audience interested in this content. The main goal of the audience is to receive quality content, which 

is reflected in the corresponding emotions of "satisfaction" from the content. The main goal of the 

customer is to make a profit from the implementation of its content, which directly depends on the 

satisfaction of the target audience with this content. So, in view of the above, the main lever of success 

is human emotions. 

Let's mark Em – the number of video fragments selected for analysis for a certain emotion; Er  – 

the number of video fragments proposed for analysis, rated by a specific respondent of the focus group 

with the satisfaction of the specified emotion. 

Hence, the main goal function of the task of evaluating the quality of multimedia content based on 

the emotional perception of the respondent is the function: 

NjE j ..1max, =⎯→⎯ , (1) 

where j  – one of videos fragment proposed for analysis and evaluation the respondent's emotional 

perception; N  – total number of fragments. 

The formula for calculating the value of the goal function is represented by the equation (2). 
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4. Proposed approach 

The process of evaluation of multimedia content represented in Figure 1. 

All focus group respondents will be shown the same video content. At the first stage, those 

respondents whose interest is less than the established indicator (for example, 10-15% of attention) are 

separated out. To do this, first of all, we will convert the fixed duration of the video into a percentage. 

The next stage will be to establish the length of time during which the respondent looked away from 

the screen when this content was shown to him. If the respondent did not watch the content for more 

than 10-15% of the total duration of the video, indicates that the shown information is not interesting 

for his perception. Accordingly, the evaluation of his emotions will not give a positive result. Otherwise, 

when the system captures more than 85% of the respondent's attention capture, we will evaluate their 

emotions while viewing. 

In the Figure 2 in red shows schematically the time when the respondent does not pay attention to 

the multimedia content shown to him. Accordingly, the time when the respondent follows the content 

is in black. 



 
Figure 1: The basic algorithm of automatic recognition of emotions 

 

 
Figure 2: The time process of capturing the respondent's attention while viewing the content 

 

To evaluation human emotions while viewing the content, we will capture the human face every 0.5-

1seconds, using the functions of the CSS filter and the HSL (Hue Saturation Luminance) color model 

[9-12]. The duration of the video recording of a person from the focus group should correspond to the 

duration of the multimedia content. 

 
Figure 3: Converting the image to grayscale 

 

The next stage is the evaluation of the respondent's emotions, recorded at a certain moment, based 

on which the analysis of the obtained data will take place on seven key emotions [13-16]. 

By getting a grayscale image of the moment from the video, the next step is to convert it into a multi-

level array, where each pixel will correspond to its value in the array, on the basis of which the 

evaluation of the shade of black by its illumination is carried out. 

As we can see in Figure 5, graphically representation the face using black tint filtering, we were able 

to remove the unnecessary background, and also mark the main points on the face that interest us, 

namely the mouth, eyes, eyebrows. It is at these key points that a person's emotions are fixed.  



 

 
Figure 4: Detection of emotions on a human's face 

 

 
Figure 5: Graphical presentation of a multi-level array using black tint filtering 

 

The next stage is the recognition of a specific emotion. The development of emotion recognition in 

the vast majority of methods occurs in two steps.  In the first step, functions are defined from fixed 

images, and in the second step, emotions are detected with the help of already developed classifiers. 

The most common are neural networks, local binary patterns (LBP) and Haar features. As a result, the 

system assigns the most appropriate emotion to the image. However, these approaches require a lot of 

time and resources for training, which limits their use in a large sample of input data. Therefore, for our 

software system, we use the method the nearest neighbor, which is a search algorithm for the closest 

neighboring node with a larger numerical value. The method starts with the central node (in our case, 

it is the smallest value), and then sequentially passes the neighboring nodes around it. This allows you 



to find the nearest neighbor with the largest numerical value (darker shade of the pixel) by comparing 

the values with the previous ones. 

The next step is to set a threshold for emotions. To do this, we need to analyze a person in his neutral 

state to determine the standard (sample image). The captured still image is compared with the standard 

(neutral emotion) and this method determines the change of the key elements of the face (Figure 6). 

 
Figure 6: Sample image and captured still image 

 

This figure shows the emotion of surprise (right) and neutral emotion (left). The method finds 

differences at defined key points, for example, more open eyes and mouth. Accordingly, the number of 

pixels from edge to edge will change, which will lead to a change in the state of a person from neutral 

to another. The following figure shows how the method sees the image. 

 
Figure 7: The fragment of the table of numerical values for the recognition of the human's eye 

 

Using the example of an open mouth, we will show how software security identifies what emotion 

is present on the face. 

 
 

 
Figure 8: An example of an open mouth (pixel image) to identify an emotion 

 



By comparing the still frame with the standard (left side) and the emotion that the person has at a 

certain moment, you can also see that the height of the vertical dark pixels increases from 127, which 

are present in a neutral state, to 157 during a certain emotion. An increase in the height of dark pixels 

around the mouth means the transition of a person's state from neutral to another. This increase refers 

not only to one emotion (it can also be fear). At the same time, the program rejects those options where 

the height does not increase (for example, sad). 

For the final determination of which emotion is present on the face, the program determines changes 

in other key elements, such as the expansion or not of the eyes, a change in the position of the eyebrows 

[17-20]. 

Having completed the process of frame-by-frame recognition of emotions while viewing the offered 

multimedia content, the software system aggregates them to determine the percentage of representation 

of a certain emotion from the total set. Having such a percentage ratio, it is possible to assess the 

advantages of the offered content and, accordingly, they can be strengthened in the future. And also 

evaluate those moments of the content that did not interest or upset the respondents and, accordingly, 

make a decision on their elimination (Figure 9). 

 
Figure 9: The influence of human emotions on marketing decision-making 

 

For example, if we take a group of emotions such as happy or fear (blue columns in the diagram), 

we will see that they have a weak influence on the adoption of new or radical changes in proposed 

marketing solutions. At the same time, a group of emotions such as surprise or disgust have a significant 

impact on changing marketing decisions, as they immediately determine the strengths (surprise) and 

weaknesses (disgust) of the content. 

5. Results and discussion 

For our experiment, let's take a video of the presentation of a new mobile phone. When viewing this 

content, we will record a video of a person's face to capture emotional changes at a certain moment and 

equate them to the standard (neutral state). The duration of the video recording of a person from the 

focus group while viewing multimedia content in our case is 1 minute 32 seconds. However, the special 

interest of the customer lies in obtaining the desired reaction of the respondent to individual moments 

of the offered product, with the help of which his product will be a winner on the market. Therefore, 

special attention was paid to the following fragments of the video: 

1. From 25 to 30 seconds – the expected reaction of "surprise"; 

2. From 51 to 70 seconds – the expected reaction of "sad"; 

3. From 73 to 78 seconds – the expected reaction of "surprise". 



 
Figure 10: Fixation of viewing of multimedia content 

 

Since the respondent knew that would be represented a phone to him, we do not see any emotions, 

except for a neutral one, in the first seconds of recording the viewing of multimedia content (Figure 

10). At the moment when the video showed the back of the phone and how it lights up, the person's 

emotions changed (Figure 11). 

 
Figure 11: Fixation of the emotion of "surprise" while viewing multimedia content 

 
In Figure 11, we can see that the person's eye circumferences have increased, and due to this, we 

can assume that the person has the emotion of "surprise".  

 
Figure 12: Fixation of the emotion of "sadness" while viewing multimedia content 

 

From time to time viewing multimedia content, and receiving information from the viewer about the 

lack of radical changes in the design of a mobile device compared to other brands and models, a person 

reads the emotion of "sadness", when the eyebrows move down and to the center, appear vertical folds 

between the eyebrows. 

 
Figure 13: Repeating fixation of the emotion of "surprise" while viewing multimedia content 

 



The emotion of "surprise" was very well read again, when the back side of the device was better 

shown on the multimedia content and it became clear to the person that the phone's case is transparent. 

Through it, we can look at all the internal details, wireless charging, soldering elements, and more. Here 

the person has a clearly open mouth, wide open eyes and raised eyebrows, which indicates only this 

emotion.  

Comparing the duration of the video recording with the storyboard of the respondent's emotions, the 

following conclusions can be drawn that the main emotion while watching the video was "neutral". 

However, the most interesting thing is the assessment of the expected emotional perception of the 

proposed fragments of the video series.  

 
Figure 14: Frame-by-frame breakdown of fixed emotions 

 

Figure 14 shows an example of a second-by-second photo of the respondent's reaction to the offered 

content from 23 to 33 seconds. The emotional series begins with a neutral reaction and changes to 

surprise at 26 seconds. This emotion lasts up to 30 seconds and then begins to change to neutral. That 

is, in a percentage ratio of 83%, the expected emotion was reproduced by the respondent. 

The table below shows the results of the goal function calculation by formula 2 for this example. 

 

Table 1 
Tabular representation of the value of the goal function for certain video fragments 

Interval, sec j j
Em  

j
Er  

j
Es  E  

[25;30] 

25 1 0 0 

83,3% 

26 1 1 1 

27 1 1 1 

28 1 1 1 

29 1 1 1 

30 1 1 1 

[51:70] 
51 1 0 0 

40% … 1 0 0 
70 1 0 0 

[73;78] 

73 1 0 0 

83,3% … 1 1 1 

78 1 1 1 

 
According to the results of the experiment, the obtained data can be presented to the customer both 

in tabular (detailed) form and in graphic form, as shown in Figure 15. 

On the graph presented, the customer can see a complete picture of the respondent's emotional 

perception of the entire video content. In the future, it is planned to strengthen this mechanism for 

evaluating respondents' emotions by introducing interval methods of data analysis [21-22], which will 

allow obtaining more accurate and adequate evaluation data that will take into account possible 

evaluation errors. 
 

 



 
Figure 15: Demonstration of the results of evaluation of one respondent's emotions 

6. Conclusions 

The article considers the problem with improving the quality of multimedia content that could satisfy 

the expectations of both users and customers. It is noted that usually the quality of multimedia content 

evaluates by a focus group formed in a certain way, and this assessment is mainly “verbal” or 

“proposed”. Taken into account the fact that a person is usually guided by emotions, it is proposed to 

consider it to improve the process of assessing the content. Based on the algorithms for recognizing 

emotions, working with video content, etc., a method of evaluation the quality level of multimedia 

content based on the emotional perception of the focus group is proposed. According to the experiment 

based on the indicated method, it is obvious that the level of interest of proposed content is relatively 

lower than expected by customer. Of course, this is the result of only one respondent, and in the future, 

it is planned to compare the estimates obtained on the basis of the emotions of all respondents of the 

focus group to create a more adequate vision of “success” of the content. However, even by the example 

of one respondent, the client can form some proposals to improve the emotional component of the 

proposed content. 
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