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Abstract  
Autonomous systems are becoming more prevalent across a diversity of industries and 
applications. The development and deployment of these systems is surpassing the 
promulgation of standards and regulations needed to govern their safety. As the potential 
applications of autonomous systems continue to broaden, segregating these systems from 
humans will become increasingly difficult and potentially not feasible in some contexts, such 
as human-machine teaming (HMT). 

A mechanism for categorising risk for HMT operations against levels of autonomy (LOA) 
and machine functions is proposed. The risk categorisation tool sits within a broader safety 
framework for HMT. The user centric framework will enable the safe operation of humans 
alongside machines in a teaming environment in which the machine will not be physically 
segregated from the human. A key factor to effective safety assurance is proportionality. 
Autonomous capabilities can vary widely for HMT operations, resulting in varying levels of 
risk. The proposed risk categorisation tool provides a mechanism for categorising risk for 
HMT operations.  
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1. Introduc1on 
The origin of the word autonomy stems from the Greek words “auto” meaning self and “nomos” 

meaning governance [2]; reflecting a notion of independence and personal authority [21]. [3] argues 
that the term autonomy is often conveyed through two interpretations; one denoting self-sufficiency, 
an ability to take care of oneself, and the other denoting self-directedness, freedom from outside 
control. The differences in these interpretations have elicited multiple definitions attempting to 
conceptualise autonomy. These efforts have been married with attempts to define levels of autonomy 
(LOA) as a mechanism for categorising the varying capabilities of autonomous systems. [18] provides 
an in depth literature review of the evolution of LOA over the last few decades.  

While many LOA taxonomies have been proposed over the years, none of these taxonomies are 
specific to the application of human-machine teaming (HMT) [18]. [14] presents a framework for 
adaptive automation processes for human-robot teaming. While the framework presents varying LOA 
as a method for enhancing human-system performance, a taxonomy for categorising LOA for HMT is 
not presented.  

There currently does not yet exist a globally agreed upon definition of HMT; however, the broader 
literature defines HMT, often coined the term human-autonomy teaming, around the notion of sharing 
authority to pursue common goals [12]. In the context of this research, HMT is defined as a 
combination of human and machine capabilities working together towards an aligned goal [20]. 

HMT operations have been actualised across a breadth of domains and applications, demonstrating 
a range of machine capabilities - what the machine is capable of doing - and machine functions - the 
role or purpose of the machine. LOA are an indication of machine capabilities as they describe the 
degree to which a system is automated and what level of human intervention is required [17]. How 
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risk is measured and how safety is assured for HMT operations will differ depending on the varying 
capabilities that span across the spectrum that we call autonomy.  

Currently, robust mechanisms for assuring the safety of autonomous systems are lacking across 
most industries. There exists a patchwork of safety standards around robot systems, most prominently 
in the industrial sector. ISO 15066 [11] specifies safety requirements for collaborative industrial robot 
systems, as described in ISO 10218-1 [9] and ISO 10218-2 [10], that share the same workspace as 
humans. ISO 15066 applies a heavy focus on controlling process parameters, such as speed and force, 
to mitigate potential collisions. Enabling collision mitigation through controlling parameters arises as 
a common mechanism within the literature around safety assurance of humans operating alongside 
collaborative robots [7][13].  

While standards such as ISO15066 “Robots and robotic devices — Collaborative robots” do exist 
[11], these standards require systems to be physically separated from humans while operating. Given 
the diversity of potential applications of HMT, segregating machines from humans may not always be 
feasible. While established and standardised safety frameworks exist across many industries, 
managing risks associated with autonomous systems introduces unique challenges. The breadth of 
possible applications of autonomous technologies also introduces challenges for risk management, as 
the diversity of use cases that come with different LOA and their inherent risks, can be difficult to 
capture. Understanding levels of risk for different LOA will aid in determining proportionate safety 
measures required for HMT operations 

2. Risk assessment and management 
Risk assessment and management is a core pillar of safety assurance for systems, autonomous or 

otherwise. Established as a scientific field in the 1970s, the practice of risk assessment and 
management has matured significantly over the proceeding years and is now used across most 
industries [1].  

[8] explore the links between facts and values in risk decision making; demonstrating that risk is 
often connected with other issues that impact decision making; “decision making on traffic safety has 
to be integrated with decision making on traffic planning as a whole, including issues such as travel 
time, accessibility, environmental impact, costs, etc.” [8]. When considering risk assessment and 
management for HMT, the purpose of a system, what it is actually capable of in terms of autonomy, 
what capacity there is for human intervention and what the human role is within the broader team are 
fundamental points that need to be considered if risk is going to be assessed and managed 
proportionally.  

Subjective probability is a common approach to managing uncertainty in risk assessments [5]. 
Note, the reference to uncertainty here is at the operational level rather than at a systems level. 
Uncertainty at the operational level can result from many factors, a common one being incomplete 
information [5]. How we understand and conceptualise autonomy within the context of HMT will 
influence how we analyse risk. Categorising risk levels for HMT operations against LOA and machine 
functions will facilitate a proportionate approach to risk assessment and management. The risk 
categorisation matrix presented within this paper sits within a broader HMT safety framework, of 
which is detailed in section 4, and provides a tool for identifying appropriate levels of risk for HMT 
operations.  

3. Risk categoriza1on model 
A method for categorising HMT applications against machine capabilities, expressed through 

LOA, and machine functions is proposed. Literature around LOA have propositioned taxonomies 
specifying the degree to which a task is automated. While several taxonomies have been proposed [4]
[15][16][19], this research builds off the work of [17] which proposes ten LOA. While the proposed 
levels were designed to be applicable to a “wide variety of domains and task types” [6], not all the 
levels would be applicable to HMT. For the purpose of this research, the following four LOA were 
identified as being applicable to the context of HMT. 

Table 1.  
Levels of autonomy - Levels and defini3ons taken directly from [6] 

Levels of Autonomy



The four LOA detailed in Table 1 were chosen as they reflect a more balanced relationship 
between human and machine. Each of the levels demonstrates less of a hierarchical structure and 
more of a collaborative relationship with opportunities for negotiation between the entities. HMT is 
characterised by a more balanced relationship between human and machine with greater levels of 
negotiation [12]. This type of relationship requires increased machine capability, which is why the 
lower LOA identified in [6] were deemed not applicable to the given context.  

As machine capabilities cannot be isolated from machine functions, four machine functions were 
have also been identified, Building on from [6][15] further, the proposed LOA are considered 
applicable to four machine functions that attempt to identify the role of the machine in a given 
context. The four machine functions and what they encompass within the context of this framework 
are detailed. 

Table 2.  
Machine func3ons - Machine func3ons and defini3ons adapted from [6] 

The four machine functions identified represent the possible functions or purpose of a machine 
within HMT. The functions range from monitoring, which involves lower levels of decision making 
on part of the machine, through to implementing, which implies implementing decision making with 
or without human intervention. 

To situate HMT operations in the context of machine capability, expressed through LOA, and 
machine functions, a categorisation matrix has been developed, and is depicted in Figure 1 below. The 
matrix is a tool for categorising HMT operations against three risk categories to support proportionate 
risk assessment and management of HMT operations.  

Shared Control 
(SHC) 

Both the human and the computer generate possible decision op3ons. The 
human s3ll retains full control over the selec3on of which op3on to 
implement; however, carrying out the ac3ons is shared between the human 
and the system.

Blended Decision 
Making (BDM)

At this level, the computer generates a list of decision op3ons that it selects 
from and carries out if the human consents. The human may approve of the 
computer’s selected op3on or select one from among those generated by the 
computer or the operator. The computer will then carry out the selected 
ac3on. This level represents a higher level decision support system that is 
capable of selec3ng among alterna3ves as well as implemen3ng the second 
op3on.

Automated 
Decision Making 
(ADM) 

At this level, the system selects the best op3on to implement and carry out 
that ac3on, based upon a list of alterna3ves it generates (augmented by 
alterna3ves suggested by the human operator). This system, therefore, 
automates decision making in addi3on to the genera3on of op3ons (as with 
decision support systems).

Full Automa1on 
(FA) 

At this level, the system carries out all ac3ons. The human is completely out of 
the control loop and cannot intervene. This level is representa3ve of a fully 
automated system where human processing is not deemed to be necessary.

Machine Func1ons

Monitoring Involves sending and registra3on of input data.

Genera1ng Involves cogni3ve func3ons, such as processing informa3on or input data.

Selec1ng Involves decision and ac3on selec3on.

Implemen1ng Involves ac3on implementa3on.



 
Figure 1. Risk categorisa3on matrix 

The matrix presented in Figure 1 illustrates three risk categories for HMT operations. Risk 
category 1 encompasses capabilities that demonstrate lower levels of autonomy and greater levels of 
human supervision. Risk category 2 encompasses capabilities that demonstrate greater levels of 
autonomy that require less human supervision and risk category 3 encompasses capabilities that 
demonstrate high levels of autonomy that involve minimal human supervision. Situating HMT 
operations within these risk categories will ensure proportionate and effective safety assurance can be 
demonstrated through the broader HMT safety framework. 

4. HMT safety framework 
The presented risk categorisation matrix sits within a broader HMT safety framework as a 

mechanism for identifying appropriate levels of risk. The proposed broader framework will 
demonstrate the safety assurance of both entities -human and machine - within HMT. In a teaming 
context, the human role is less authoritative and more collaborative, as is demonstrated through 
increased opportunities for negotiation between the two entities [12].    

Capturing all the broader risks that come with HMT can be challenging. As such, guiding 
principles have been developed to help guide users with identifying the risks of HMT. The guiding 
principles include: 

● Adaptability - understanding the capacity to which the human and the machine can adapt to 
their environment. 
● Goal setting and goal actualisation - as HMT is defined by the pursuit of a shared goal, it is 

necessary to understand how goals are determined and actualised for both humans and machines. 
● Communication - understanding how, what, why and when information is communicated 

between human and machine.  
● Ethics - understanding the ethical implications of humans operating in close proximity to a 

machine within specific environments.  
● Trust - understanding how trust between the two entities influences decision making. 

The HMT safety framework will provide assurance of both entities, and in addition to addressing 
physical safety, the framework will also include psychosocial considerations such as trust. The 
framework will address how a system or capability operates in a specific environment and, more 



importantly, how humans operate alongside these capabilities. The HMT safety framework will be 
targeted at the implementation stage, with specific focus on user experience. It will act as a guiding 
set of processes for users to follow to ensure the safe operation of humans alongside machines in a 
teaming environment. 

5. Conclusion and next steps 
Machine capabilities exist across a spectrum of autonomy. LOA applicable to HMT were identified 

alongside machine capabilities. These factors are used to categorise HMT operations against three 
levels of risk. Different machine capabilities and functions will yield different risks. The risks that 
come with lower capabilities and functions, and thereby lower levels of uncertainty, will differ to the 
risks that emerge from higher machine capabilities and functions that entail greater levels of 
uncertainty. It follows that different risk analyses need to be applied to ensure proportionate measures 
of safety are being implemented.  

The next stages of this research will include further development of the three risk analysis 
categories. Each category will be developed against case study analyses across multiple industries to 
ensure the outputs are applicable across a diversity of industries. The final output will be a cross-
sector safety management framework for HMT.  
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