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Abstract
Trigger-Action Platforms (TAPs) are systems that enable users to automate routine tasks, such as turning
off lights at a specific time, without requiring technical skills. In the process of creating automation rules,
users are prompted to provide descriptions in natural language, which are referred to as User-Generated
Content (UGC), such as the title that explains the intended behavior of the rule. However, UGC may
contain sensitive information that could expose users to unwanted situations or be exploited by cyber
attackers. This position paper provides an initial assessment of the risks associated with UGC in TAPs
and discusses the use of NLP techniques to mitigate these risks. Additionally, the paper highlights the
need for further research to better understand the impact of UGC on privacy and to develop effective
privacy-preserving mechanisms for TAPs.
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1. Introduction

The blossoming of smart technology in contemporary society has significantly impacted every
aspect of everyday life. Terms such as “smart cities”, “smart houses”, “smart mobility”, and
“smart health” are now well-known within our vocabulary. The Internet of Things (IoT) [1],
has revolutionized the way end-users interact with technology-injected variants of everyday
objects, allowing for unprecedented control and management over the Internet.

In order to simplify the way end-users can interact and customize smart devices, the End-User
Development (EUD) [2, 3] paradigm has become in our days increasingly popular, enabling
individuals to access and utilize IoT technology throughout various domains, from business
to healthcare (eHealth) [4]. Smart Houses, in particular, represent a rapidly growing area of
interest and application for IoT technology, enabling users to control all aspects of their home,
such as lighting, television, air conditioning, and garage. To simplify the automation of all these
household tasks, users can utilize Trigger-Action Platforms (TAPs) to create automation rules
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that incorporate triggers, conditions, and actions [5]. These rules connect online services that
represent both digital and physical resources and are executed when the conditions associated
with triggers are satisfied, leading to the completion of the action. For example, a user may
program a rule that automatically turns on lights at sunset or a rule for activating the air-
conditioning at a specific time of the day.

The most popular TAP to date is If-This-Then-That (IFTTT)1, a web-based platform that
boasted more than 18 million users as of 2020 [6]. The popularity of IFTTT can be attributed
to its user-friendly interface, which allows even novice users to easily create new rules from
scratch or use pre-existing ones from its catalog. Searching for rules in the catalog is also a
straightforward process, as each rule is defined by a specific natural language textual title and
description. These two components, formally addressed as User-Generated Content (UGC) [7],
offer significant benefits, as they assist the rule creator in remembering the behavior of their
automatism and provide a means of support for new users to comprehend how the rule operates.
For example, a user can readily activate a rule such as:

IF I PUBLISH A PHOTO ON FACEBOOK THEN SHARE IT ON INSTAGRAM

which by means of a UGC could be described as so:

Keep your Instagram followers updated! This rule allows you to automatically synchronize
any new photo you upload on Facebook with your Instagram profile.

At first glance, this rule appears to provide users with significant benefits as it saves individuals
from having to upload their photos manually on both social networks. However, automation
rules can intrinsically raise privacy and security concerns either for the smart environment or
the users, especially when such rules are defined and used by inexperienced users [6, 8, 9, 10, 11].
With regard to the previous example, there might be scenarios where a user would not want
to share his or her photos with followers of one social network over another one, leading to
unwilling uploads of photos that could cause embarrassment.

In addition, UGC employed by users to describe their rules may provide further damage to
their privacy. In fact, users might mistakenly disclose sensitive information when explaining
the intended behavior of their rules. Alternatively, a user may choose to allow the platform to
automatically complete the fields with relevant information. However, in either case, a user
may inadvertently publish a rule with private and personal data (e.g., the user’s real email), as
shown by the following description:

When Lautaro Martinez publishes a photo on Instagram, then send an email to EMAIL
ADDRESS

Therefore, end-users might thus publicly share their sensitive information, particularly since
the typical user of these platforms lacks technical background and may be unaware of the
potential privacy risks implied by the degree of freedom when typing UGC.

1https://ifttt.com

https://ifttt.com


This position paper outlines a viable solution to mitigate the sensitive information leakage
issue within the context of TAPs.

2. Identifying Privacy Leakage from UGC in the TAP domain

In recent years, several studies have highlighted the sensitive information that is inadvertently
disclosed by users of automation platforms, such as TAPs [12]. In particular, researchers have
investigated the possibility of inferring and constructing a complete profile of the user from the
release of personal data on the Internet, without the user being aware of the harm involved
[9, 13, 14, 15, 16].

Identifying vulnerabilities in the domestic environment, particularly in the smart devices
that are utilized by millions of users on a daily basis in their houses, is a related area of concern
regarding privacy and data leakage. In fact, if an attacker gains knowledge of all the rules
published by a user on a TAP, s/he could potentially descend to the level of individual devices
[17] and deduce private information about the user. In such cases, it is imperative to conduct
an analysis of the IoT infrastructure to identify and mitigate these security risks.

The information pertaining to personal data and IoT devices is derived from the unregulated
usage of TAPs by users who may not possess a comprehensive understanding of the internal
mechanisms of these systems. As a result, when users divulge information through UGC, they
may not fully contemplate the ramifications that even a solitary piece of sensitive information
could have on their privacy. UGC in the TAP domain has the potential to cause privacy breaches
in various ways. For example, UGC may inadvertently contain personal information, such as
location data or personal identifiers, which can be easily accessed by third parties, including
attackers and data brokers. Additionally, UGC may be utilized to uncover personal information
by identifying patterns of behavior or preferences. For instance, a user who frequently posts
about their workout routine may be inferred to be health-conscious, potentially making them a
target for health-related advertisements or offers. It is crucial for users to be cognizant of the
potential risks associated with UGC in the TAP domain and to take necessary steps to safeguard
their privacy.

One promising strategy for addressing the problem of privacy leakage in UGC is the appli-
cation of Natural Language Processing (NLP) techniques to analyze and comprehend human
language used by online users [10]. These techniques can be employed in multiple ways to
help identify any sensitive information being shared. For instance, NLP can detect personal
identifiers like names, addresses, and phone numbers, as well as sensitive data such as financial
information, health data, or passwords. Additionally, it can recognize patterns of behavior
or preferences that may reveal sensitive information about a person. Finally, NLP can also
scrutinize metadata linked to UGC, including timestamps, locations, and devices used to post
the content. While these elements may seem meaningless when considered alone, they could
potentially provide malicious individuals with useful information to plan attacks. For instance,
if a thief is aware that a user has activated the rule “Turn off living room lights when I leave
home”, they could examine the rule-targeted device (the lights) and its location (the living room)
to determine the right moment to carry out a theft.

An NLP-based methodology for achieving such goals is the employment of Named Entity



Recognition (NER) techniques, which focus on extracting and classifying from texts different
types of entities according to the domain of interest [18]. In the TAP domain, the entities
should refer to the users’ information and the smart devices and online services they use within
automation rules. Specifically, it is necessary to define specific labels, such as PERSON to
indicate a person’s first and/or last name, ORG to denote an online service, and SENS to
highlight sensitive data. Below is an example demonstrating the application within the rule
description shown in Section 1:

When Lautaro Martinez PERSON publishes a photo on Instagram ORG , then

send an email to l.martinez@unisa.com SENS

In conclusion, through the application of Natural Language Processing (NLP), we can gain a
deeper understanding of the potential privacy risks associated with UGC in the TAP domain
and take measures to mitigate them.

At the workshop, we will discuss how the involvement of NLP techniques can benefit the
achievement of the discussed goals.
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