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Abstract
A query model for sequence data was introduced in [1] in the form of subsequence-queries with wildcards
and gap-size constraints (swg-queries, for short). These queries consist of a pattern over an alphabet
of variables and types, as well as a global window size and a number of local gap-size constraints. We
propose two new extensions of swg-queries, which both enrich the expressive power of swg-queries
in different ways: subsequence-queries with generalised gap-size constraints (swgg-queries, for short)
and disjunctive subsequence-queries (dswg-queries, for short). We discuss a suitable characterisation
of containment, a classical property considered in database theory, and adapt results concerning the
discovery of swg-queries to both, swgg-queries and dswg-queries.

Keywords
subsequence-queries, disjunction, gap-constraints, learning descriptive queries, subsequences, embed-
dings

1. Introduction

Applications in different domains like cluster monitoring [2], urban transportation [3], and
in finance[4], use models for sequence data, which define an order for a set of data items
[5]. Respective systems enable the definition of queries which detect patterns of data items
describing a situation of interest (soi for short), for example error occurence, in a specific order
and temporal context.

Finding a suitable query is a non-trivial task. A user may know the time at which a certain
job fails execution, but does not exactly conceive a situation which forcasts the failure. It
was therefore suggested to automatically discover a query from historic sequence data which
describes the soi. Such a query may then be used in pro-active applications where they shall
anticipate a soi to prepare for it accordingly [6].

In [1] a formal model (referred to as swg-queries) was proposed, which covers the essence
of discovering a query from sequence data. In a nutshell, an swg-query consists of a pattern
over an alphabet of variables and types, a global window size and a tuple of local gap-size
constraints. Syntactically, swg-queries are so-called Angluin-style patterns with variables, but
with a semantics adapted to sequence data: each variable in the query string ranges only over a
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single symbol and the query matches if, after replacing the variables by single data items, it
occurs as a subsequence that satisfies the window size and local gap-size constraints. Angluin-
style patterns were introduced in [7] and play a central role for inductive inference, in formal
language theory and combinatorics on words (see [8], [9], [10]). Concepts and algorithms
from inductive inference of so-called pattern languages, that can be described by Angluin-
style patterns, can be adapted to swg-queries. Especially the notion of descriptive patterns
(already introduced in [7], see also [11], [12]) forms a key concept and enables the adaptation
of Shinohara’s algorithm [13] for Angluin-style patterns. This algorithm computes a descriptive
Angluin-style pattern upon input of a finite set of sequences of data items. The corresponding
adaptation to swg-queries including some extensions were presented in [1], and liftetd to a
multi-dimensional data model in [14].

Subsequences in general have extensively been studied both in a purely combinatorical
sense (in formal language theory, logic and combinatorics on words) and algorithmically (in
string algorithms and bioinformatics); see the introductions of the recent papers [15], [16] for
a comprehensive list of relevant pointers. The problem of matching subsequences with gap-
constraints (and analysis problems with respect to the set of all gap-constrained subsequences
of given strings) has been investigated in the recent papers [17], [18] (see also [19] for a survey).

Queries defined for complex event recognition (CER, for short) usually use operators such as
sequencing, conjunction and disjunction, Kleene closure, negation and variables which may be
bound to data items in a stream [20]. Inspired by the generalised gap-size constraints described
in [17] that are defined over strings other than patterns over variables and types, and the use of
disjunction in CER languages, we introduce two new notions of subsequence-queries, which
both extend the expressive power of swg-queries in different ways:

• disjunctive subsequence-queries with wildcards and local gap-size constraints, for short:
dswg-queries, and

• subsequence-queries with wildcards and generalised gap-size constraints, for short: swgg-
queries

Improving the expressive power of the underlying language used for an automatically discovered
decriptive query leads to results of increased precision. Enabling disjunction is a natural and
effective way to reach this. Our second approach of generalised gap-size constraints allows
detecting temporal contexts not only between consecutive data items, but between any data
items in the query string.

The remainder of this paper is structured as follows. Section 2 introduces both, swgg-queries
and dswg-queries, and discusses the relation to swg-queries. In Section 3, we provide a solution
for the query discovery problem for both kinds of queries. Section 4 concludes the paper. Due
to space limitations, proof details had to be deferred to the paper’s full version [21].

2. Traces and Queries

This section introduces the syntax and semantics of both, swgg-query (Section 2.1), and dswg-
queries (Section 2.2). For a better understanding we consider each extension individually.

By Z, N, N⩾1 we denote the set of integers, non-negative integers, and positive integers,
respectively. For every set 𝑀 we denote the powerset by 𝒫(𝑀), i.e. the set of all subsets



of 𝑀 , and 𝒫fin(𝑀) := {𝑋 ∈ 𝒫(𝑀) : 𝑋 is finite} is the set of all finite subsets from 𝑀 .
Moreover, we write 𝒫+

fin(𝑀) for (𝒫fin(𝑀) ∖∅) and for every 𝑘 ∈ N⩾1, we define 𝒫𝑘(𝑀) :=
{𝑚 ∈ 𝒫fin(𝑀) | |𝑚| = 𝑘}. For ℓ ∈ N we let [ℓ] = {𝑖 ∈ N⩾1 : 1 ≤ 𝑖 ≤ ℓ}. For a non-empty set
𝐴 we write 𝐴* (and 𝐴+) for the set of all (non-empty) strings built from symbols in 𝐴. By |𝑠|
we denote the length of a string 𝑠, and for a position 𝑖 ∈ [|𝑠|] we write 𝑠[𝑖] to denote the letter
at position 𝑖 in 𝑠. A factor of a string 𝑠 ∈ 𝐴* is a string 𝑡 ∈ 𝐴* such that 𝑠 is of the form 𝑠1𝑡𝑠2
for 𝑠1, 𝑠2 ∈ 𝐴*.

An embedding is a mapping 𝑒 : [ℓ] → [𝑛] with ℓ ≤ 𝑛 such that 𝑖 < 𝑗 implies 𝑒(𝑖) < 𝑒(𝑗) for
all 𝑖, 𝑗 ∈ [ℓ]. Let 𝑠 and 𝑡 be two strings with |𝑠| ≤ |𝑡|. We say that 𝑠 is a subsequence of 𝑡 with
embedding 𝑒 : [|𝑠|] → [|𝑡|], if 𝑒 is an embedding and 𝑠[𝑖] = 𝑡[𝑒(𝑖)] for every 𝑖 ∈ [|𝑠|]. We write
𝑠≼𝑒 𝑡 to indicate that 𝑠 is a subsequence of 𝑡 with embedding 𝑒; and we write 𝑠≼ 𝑡 to indicate
that there exists an embedding 𝑒 such that 𝑠≼𝑒 𝑡.

We model traces as finite, non-empty strings over some (finite or infinite) alphabet Γ of
types. It will be reasonable to assume that |Γ| ≥ 2. A trace (over Γ) is a string 𝑡 ∈ Γ+. We
write types(𝑡) for the set of types that occur in 𝑡. Finally, we fix a countably infinite set Vars of
variables, and we will always assume that Vars is disjoint with the set Γ of considered types.

2.1. Syntax and semantics of swgg-queries

Definition 1. An swgg-query 𝑞 = (𝑠, 𝑤,𝐶) (over Vars and Γ) is specified by
• a query string 𝑠 ∈ (Vars ∪ Γ)+,
• a global window size 𝑤 ∈ N⩾1 ∪ {∞} with 𝑤 ⩾ |𝑠| and
• a finite set 𝐶 of generalised gap-size constraints (for |𝑠| and 𝑤) of form

(𝑐−, 𝑐+, 𝑟)𝑗 ∈ (N× N ∪ {∞} × N⩾1)N⩾1

for 𝑗 ∈ [|𝑠| − 1], 𝑟 ≤ 𝑐− ≤ 𝑐+ and 𝑗 + 𝑟 ≤ |𝑠|.

The semantics of swgg-queries is defined as follows: each variable in 𝑠 represents an arbitrary
type from Γ. A query 𝑞 = (𝑠, 𝑤,𝐶) matches in a trace 𝑡 (in symbols: 𝑡 |= 𝑞), if the wildcards in
s can be replaced by types in Γ in such a way that the resulting string 𝑠′ satifies the fowllowing:
𝑡 contains a factor 𝑡′ of length at most 𝑤 such that 𝑠′ occurs as a subsequence in 𝑡′ and for
each (𝑐−, 𝑐+, 𝑟)𝑗 ∈ 𝐶 the gap between 𝑠[𝑗] and 𝑠[𝑗 + 𝑟] in 𝑡′ has length at least 𝑐− and at most
𝑐+. Gaps of range 𝑟 for 𝑟 ∈ [𝑤] without any constraints are implicitly set to the most general
constraint (0,∞, 𝑟).

A more formal description of these semantics relies on the following additional notation: An
embedding 𝑒 : [ℓ] → [𝑛] satisfies a global window size 𝑤, if 𝑒(ℓ)− 𝑒(1)+ 1 ≤ 𝑤. Furthermore, it
satisfies a set of generalised gap-size constraints 𝐶 (for |ℓ| and 𝑤) if 𝑐− ≤ 𝑒(𝑗+𝑟)−1−𝑒(𝑗) ≤ 𝑐+,
for each (𝑐−, 𝑐+, 𝑟)𝑗 ∈ 𝐶 .

A substitution is a mapping 𝜇 : (Vars ∪ Γ) → (Vars ∪ Γ) with 𝜇(𝛾) = 𝛾 for all 𝛾 ∈ Γ. We
lift substitutions to mappings (Vars ∪ Γ)+ → (Vars ∪ Γ)+ in the obvious way, i.e. 𝜇(𝑠) =
𝜇(𝑠[1])𝜇(𝑠[2]) . . . 𝜇(𝑠[ℓ]) for 𝑠 ∈ (Vars ∪ Γ)+ and ℓ := |𝑠|.

An swgg-query 𝑞 = (𝑠, 𝑤,𝐶) matches in a trace 𝑡 ∈ Γ+ (or 𝑡 matches 𝑞), if and only if there
are a substitution 𝜇 : (Vars ∪ Γ) → Γ and an embedding 𝑒 : [ℓ] → [𝑛] that satisfies 𝑤 and 𝐶 ,
such that 𝜇(𝑠)≼𝑒 𝑡. We call (𝜇, 𝑒) a witness for 𝑡 |= 𝑞.



The model set of a query 𝑞 w.r.t. to a type set Δ ⊆ Γ is ModΔ(𝑞) := {𝑡 ∈ Δ+ : 𝑡 |= 𝑞}.
Note that there exist swgg-queries 𝑞 such that ModΓ(𝑞) = ∅. They have in common that
either their generalised gap-size constraints conflict with the global window size or some gap-
size constraints are in conflict among themselves. Lemma 3 characterises swgg-queries with
compatible constraints.

Example 2. LetΓ = {a, b}. Let 𝑞1 = (𝑠, 𝑤,𝐶1) and 𝑞2 = (𝑠, 𝑤,𝐶2) be the two swgg-queries over
Vars, where 𝑠 = a a a a a a and 𝑤 = 10 for both queries, and 𝐶1 = ((7, 7, 3)1, (6, 6, 3)2, (0, 0, 1)5)
and 𝐶2 = ((4, 4, 5)1, (2, 5, 2)3).

1 2 3 4 5 6
𝑠 = a a a a a a⏟  ⏞  ⏟  ⏞  
𝐶1 : (7, 7, 3)1 (0, 0, 1)5⏟  ⏞  

(6, 6, 3)2⏟  ⏞  
𝑤 : 10

1 2 3 4 5 6
𝑠 = a a a a a a⏟  ⏞  
𝐶2 : (2, 5, 2)3⏟  ⏞  

(4, 4, 5)1⏟  ⏞  
𝑤 : 10

A shortest trace over Γ which satisfies 𝐶1 is 𝑡 = a b a b b b b a a a a. But 𝑡 ̸|= 𝑞1 since 𝑡 does
not satisfy 𝑤 = 10. Since 𝑡 is a shortest trace there exists no trace satisfying both, 𝑤 and 𝐶 . (The
shortest trace is not unique since the sequences of bs could be replaced by arbitrary types from Γ.)

Note that ModΓ(𝑞2) = ∅ holds as well since (4, 4, 5)1 and (2, 5, 3)3 are incompatible: For each
trace 𝑡, substitution 𝜇 and embedding 𝑒 such that 𝜇(𝑠)≼𝑒 𝑡 and 𝑒 satisfies (4, 4, 5)1, the second
gap-size constraint is not satisfied, since it demands at least one further type between 𝑒(3) and
𝑒(4), contradicting (4, 4, 5)1.

Lemma 3. An swgg-query 𝑞 = (𝑠, 𝑤,𝐶) (over Vars and Γ) is satisfiable, i.e. ModΓ(𝑞) ̸= ∅, iff
there are no two sequences

𝐶 ′ =
(︁
(𝑐′−1 , 𝑐′+1 , 𝑟′1)𝑗′1 , (𝑐

′−
2 , 𝑐′+2 , 𝑟′2)𝑗′2 , . . . , (𝑐

′−
|𝐶′|, 𝑐

′+
|𝐶′|, 𝑟

′
|𝐶′|)𝑗′|𝐶′|

)︁
and

𝐶 ′′ =
(︁
(𝑐′′−1 , 𝑐′′+1 , 𝑟′′1)𝑗′′1 , (𝑐

′′−
2 , 𝑐′′+2 , 𝑟′′2)𝑗′′2 , . . . , (𝑐′′−|𝐶′′|, 𝑐

′′+
|𝐶′′|, 𝑟

′′
|𝐶′′|)𝑗′′|𝐶′′|

)︁
from 𝐶 ∪ {(0,∞, 1)1, . . . , (0,∞, 1)|𝑠|−1} where 𝑗′1 = 𝑗′′1 , 𝑗′|𝐶′| + 𝑟′|𝐶′| = 𝑗′′|𝐶′′| + 𝑟′′|𝐶′′|, and
𝑗′𝑖+1 = 𝑗′𝑖 + 𝑟′𝑖 and 𝑗′′𝑖+1 = 𝑗′′𝑖 + 𝑟′′𝑖 for all 𝑖 ∈ [|𝐶 ′| − 1], with

(i) |𝑠|+
|𝐶′|∑︀
𝑖=1

𝑐′−𝑖 − 𝑟′𝑖 + 1 > 𝑤 , or

(ii)
|𝐶′|∑︀
𝑖=1

𝑐′−𝑖 − 𝑟′𝑖 + 1 >
|𝐶′′|∑︀
𝑖=1

𝑐′′+𝑖 − 𝑟′′𝑖 + 1.

For the rest of this paper, we only focus on queries with a non-empty model set.



2.2. Syntax and semantics of dswg-queries

Definition 4. A dswg-query 𝑞 = (𝑠, 𝑤, 𝑐) (over Vars and Γ) is specified by

• a query string 𝑠 = 𝑠[1] . . . 𝑠[ℓ], whereby 𝑠[𝑖] =

{︃
𝑥 ∈ Vars

𝜒 ∈ 𝒫+
fin(Γ)

,

• a global window size 𝑤 ∈ N⩾1 ∪ {∞} with 𝑤 ⩾ |𝑠| and
• a tuple 𝑐 = (𝑐1, 𝑐2, . . . , 𝑐|𝑠|−1) of local gap-size constraints (for |𝑠| and 𝑤), where 𝑐𝑖 =

(𝑐−𝑖 , 𝑐
+
𝑖 ) ∈ N×(N∪{∞}), such that 𝑐−𝑖 ≤ 𝑐+𝑖 for every 𝑖 ∈ [|𝑠|−1] and |𝑠|+

∑︀|𝑠|
𝑖=1 𝑐

−
𝑖 ≤ 𝑤.

Note that setting all gap-size constraints of a dswg-query 𝑞 to (0,∞) corresponds to a query
without gap-size constraints.

The semantics of dswg-queries is defined as follows: Again, variables in 𝑠 represent an
arbitrary type, and each set 𝜒 stands for a disjunction. Intuitively, a trace 𝑡 matches a query
𝑞 = (𝑠, 𝑤, 𝑐) if the variables in 𝑠 can be replaced by types and each occuring of an 𝜒 can be
mapped to a single type 𝛾 ∈ 𝜒, such that the resulting string 𝑠′ occurs as a subsequence in 𝑡
that spans at most 𝑤 types and the gap between 𝑠′[𝑖] and 𝑠′[𝑖+1] in 𝑡 has length between 𝑐−𝑖
and 𝑐+𝑖 , for all 𝑖 < ℓ := |𝑠|.

An alternative description of these semantics, which will be more convenient for our formal
proofs, involves a bit more notation: We say that an embedding 𝑒 : [ℓ] → [𝑛] satisfies a global
window size 𝑤, if 𝑒(ℓ)− 𝑒(1) + 1 ≤ 𝑤; and we say that 𝑒 satisfies a tuple 𝑐 = (𝑐1, 𝑐2, . . . , 𝑐ℓ−1)
of local gap-size constraints (for ℓ and 𝑤), if 𝑐−𝑖 ≤ 𝑒(𝑖+1)−1− 𝑒(𝑖) ≤ 𝑐+𝑖 for all 𝑖 < ℓ.

A substitution of size ℓ is a mapping 𝜇ℓ : ([ℓ]× Vars ∪ 𝒫+
fin(Γ)) → (Vars ∪ 𝒫+

fin(Γ)) with:

𝜇ℓ(𝑖, 𝑧) =

⎧⎪⎨⎪⎩
𝑥 ∈ (Vars ∪ 𝒫+

fin(Γ)) , 𝑖 = 1 and 𝑧 ∈ Vars

𝜇ℓ(1, 𝑧) , 𝑖 > 1 and 𝑋 ∈ Vars

𝑧′ ,∅ ⊂ 𝑧′ ⊆ 𝑧 for all non-empty 𝑧 ⊆fin Γ.

We extend substitutions of size ℓ to mappings ([ℓ] × Vars ∪ 𝒫+
fin(Γ))

+ → (Vars ∪
𝒫+

fin(Γ))
+ for strings 𝑠 ∈ (Vars ∪ 𝒫+

fin(Γ))
+ of size ℓ in the obvious way, i.e., 𝜇(𝑠) =

𝜇ℓ(1, 𝑠[1])𝜇ℓ(2, 𝑠[2]) · · ·𝜇ℓ(ℓ, 𝑠[ℓ]). Since the size of the string must match the size of the
substitution, we can omit the index ℓ if we apply it to a string. Particularly, we can omit the
parameter 𝑖 for the position if the second parameter is a variable, as we have for all variables 𝑧
that 𝜇(𝑖, 𝑧) = 𝜇(𝑖′, 𝑧) for all 𝑖, 𝑖′ ∈ [𝑙], or if the position is given by the context, i.e. we write
𝜇(𝑠[𝑖]) instead of 𝜇(𝑖, 𝑠[𝑖]).

A dswg-query 𝑞 = (𝑠, 𝑤, 𝑐) matches in a trace 𝑡 ∈ Γ+ (or, 𝑡 matches 𝑞, in symbols: 𝑡 |= 𝑞), if
and only if there are a substitution 𝜇 : ([ℓ]×Vars∪𝒫+

fin(Δ)) → Γ (i.e., there are only singeltons
in the co-domain of 𝜇 and every type of 𝜇(𝑠) is the unique element of its singleton) and an
embedding 𝑒 : [|𝑠|] → [|𝑡|] that satisfies 𝑤 and 𝑐, such that 𝜇(𝑠)≼𝑒 𝑡. We call (𝜇, 𝑒) a witness
for 𝑡 |= 𝑞.

Example 5. Let 𝑥1, 𝑥2, 𝑥3 ∈ Vars and Γ = {a, b, c}. We consider a query 𝑞 = (𝑠, 𝑤, 𝑐),
where 𝑠 = 𝑥1{a, b}𝑥1𝑥2{c}𝑥3{a, c}𝑥1, 𝑤 = 25 and 𝑐 = ((0, 1), (2,∞), (3,∞), (0, 5), (0, 5),
(1, 5), (1, 2)). For 𝑡1, 𝑡2 ∈ Γ* we consider the trace 𝑡 = 𝑡1 c a b b c a b a c a b a c b c b b a c 𝑡2. We
observe that 𝑡 |= 𝑞, and a witness substitution and embedding can be illustrated as follows:

𝑠 = 𝑥1 {a, b} 𝑥1 𝑥2 {c} 𝑥3 {a, b} 𝑥1 ,

𝑡 = 𝑡1 c a b b c a c a a c b c b b c 𝑡2 .



We close this subsection with two little observations. First, it is reasonable to assume that 𝜒 is a
proper subset of Γ, otherwise we could also use a wildcard instead of a disjunction. Second, in
the case of a finite alphabet Γ, we obtain the possibility to express a simple kind of negation. We
can build a query where 𝑠 contains a substring 𝑠′ = a𝜒 b with 𝜒 = Γ ∖ {𝑐} and corresponding
conditions 𝑐 = ((0, 0), (0, 0)) that is only matched by traces where in between of the relevant a
and b occurs exactly one letter that is not c. Unfortunately, it is not possible to express negation
in general, so we cannot express the following: a and b have one or two letters in between,
none is c.

2.3. About containment

This section is dedicated to a characterisation of containment, a classical property considered
in database theory.

An swgg-query 𝑞 is called an (ℓ, 𝑤,𝐶)-swgg-query (over Vars and Γ) if 𝑞 = (𝑠, 𝑤,𝐶) with
|𝑠| = ℓ, (ℓ, 𝑤, 𝑐)-dswg-queries are analogously defined. The parameter ℓ will be called string
length. If the maximal size of typesets occuring in an (ℓ, 𝑤, 𝑐)-dswg-query 𝑞 is bounded by a
number 𝑘 ≥ 1, we call 𝑞 an (ℓ, 𝑤, 𝑐, 𝑘)-dswg-query (for swgg-queries 𝑘 always equals 1).

Given an swgg-query or dswg-query 𝑞 we omit the prefix and call 𝑞 a query, if 𝑞 may be both,
or it is clear from the context whether 𝑞 is an swgg-query or dswg-query. We use (ℓ, 𝑤, �̃�)-
query (or (ℓ, 𝑤, �̃�, 𝑘)-query) as notation for queries which might be swgg-query or dswg-query
and assume that the gap-size constraints �̃� are compatibile with ℓ and 𝑤 or satisfy Lemma 3,
respectively.

We write types(𝑞) (or types(𝑠)), typesets(𝑞) (or typesets(𝑠)) and vars(𝑞) (or vars(𝑠)) for the
set of types, the set of all typesets and the set of variables, respectively, that occur in 𝑞’s query
string 𝑠. I.e.,

types(𝑞) := {𝛾 ∈ Γ | there ex. 𝑖 ∈ [|𝑠|] : 𝛾 ∈ 𝑠[𝑖]}
typesets(𝑞) := {𝜒 ⊆ Γ | there ex. 𝑖 ∈ [|𝑠|] : 𝑠[𝑖] = 𝜒}

vars(𝑞) := {𝑥 ∈ Vars | there ex. 𝑖 ∈ [|𝑠|] : 𝑠[𝑖] = 𝑥}

For the reason of readability we omit braces in query strings if the set consists only of
an unique element. Therefore, we write for example 𝑠 = 𝑥1 a b𝑥2 a{a, c} b instead of
𝑠 = 𝑥1{a}{b}𝑥2{a}{a, c}{b}. Vice versa, we can consider a query string 𝑠 over Vars ∪ Γ
as a string over Vars ∪ 𝒫1(Γ) where every 𝑠[𝑖] is a singleton.

A query 𝑞 is said to be contained in a query 𝑞′ w.r.t. to a set Δ ⊆ Γ (we write 𝑞 ⊆Δ 𝑞′) if
ModΔ(𝑞) ⊆ ModΔ(𝑞

′).

Definition 6. A homomorphism from 𝑞′ to 𝑞 is a substitution ℎ such that ℎ(𝑠′) = 𝑠 and the
following property holds:

For every 𝑧 ∈ Vars that occurs at least twice in the query string 𝑠′ of 𝑞′ and is mapped
to a subset of Γ via ℎ, we have ℎ(𝑧) is a singelton.

We write 𝑞′ hom−→ 𝑞 to express that there exists a homomorphism from 𝑞′ to 𝑞.



This additional property of homomorphisms feels arbitrary or artificial, but it is perfectly tailored
to our discovery algorithm and if the considered class of queries in Definition 6 is the class of
all (ℓ, 𝑤,𝐶)-swgg-query, then in any way, we have 𝑠[𝑖] is a singelton for all 𝑖 ∈ [ℓ]. Now, the
following theorem gives a characterisation of containment.

Theorem 7. Given some sufficiently large Γ. Let 𝑞 and 𝑞′ be (𝑠, 𝑤, �̃�)-queries over Vars and Γ. If
𝑞 and 𝑞′ are satisfiable, it holds, that:

𝑞 ⊆Γ 𝑞′ ⇐⇒ 𝑞′
hom−→ 𝑞.

Sufficiently large, in the context of Theorem 7 means, |Γ| ≥ 2 for the case of dswg-queries.
In the case of swgg-queries the size of Γ depends on gap-size constraints with range greater
than 1. Intuitively, the necessary size of Γ depicts how much structure information of 𝑞′ can be
hidden in the gaps of 𝑞. For further information and an example consider the theorems proof in
the paper’s full version [21].

2.4. Correlation to swg-queries

Note that an swgg-query query 𝑞 = (𝑠, 𝑤,𝐶) with 𝐶 = {𝑐1, . . . , 𝑐ℓ−1} and 𝑟𝑖 = 1 for all
𝑖 ∈ [ℓ − 1] precisely corresponds to the notion of swg-queries introduced in [1]. Let 𝑞 be an
(ℓ, 𝑤, 𝑐, 𝑘)-query containing typesets over 𝒫+

fin(Γ). If 𝑘 = 1 this correpsonds to the syntax and
semantics of swg-queries as well.

In [14] a mapping between one-dimensional and multi-dimensional sequence data was
introduced, such that a multi-dimensional trace matches a multi-dimensional query if and only
if the corresponding one-dimensional trace matches the corresponding one-dimensional query.
This mapping can be adapted to swgg-queries and dswg-queries.

3. Discovery

The question of how meaningful swgg-queries and dswg-queries can be discovered from a given
set of traces is of peculiar interest and was answered algorithmically in [1] for swg-queries. We
adapt these results to swgg-queries and dswg-queries.

A sample is a finite, non-empty set 𝒮 of traces over Γ. Given a sample 𝒮 , let Γ𝒮 be the set of
all types occurring in 𝒮 , i.e.

⋃︀
𝑡∈𝒮 types(𝑡). The support supp(𝑞,𝒮) of a query 𝑞 in 𝒮 is defined

as the fraction of traces in the sample that match 𝑞, i.e. supp(𝑞,𝒮) := |{𝑡∈𝒮 : 𝑡|=𝑞}|
|𝒮| . A support

threshold is a rational number sp with 0 < sp ≤ 1. A query 𝑞 is said to cover a sample 𝒮 with
support sp if supp(𝑞,𝒮) ≥ sp. Let 𝒮 be a sample, sp be a support threshold and 𝑘 ∈ [|Γ𝒮 | − 1].
An (ℓ, 𝑤, �̃�, 𝑘)-query 𝑞 is called descriptive for 𝒮 w.r.t (sp, (ℓ, 𝑤, �̃�, 𝑘)) if supp(𝑞,𝒮) ≥ sp, and
there is no other (ℓ, 𝑤, �̃�, 𝑘)-query 𝑞′ with supp(𝑞′,𝒮) ≥ sp and 𝑞’ ⊂Γ 𝑞. A type 𝛾 ∈ Γ (or a
typeset 𝜒 ∈ 𝒫+

fin(Γ)) satisfies sp w.r.t. to 𝒮 , if the fraction of traces containing 𝛾 (or some 𝛾 ∈ 𝜒)
is greater than or equal to sp. The set of all types (or typesets) that satisfy sp w.r.t. to 𝒮 is

Δ(𝒮, sp) := {𝜒 ∈ 𝒫+
fin(Γ) :

|{𝑡 ∈ 𝒮 : ex. 𝛾 ∈ 𝜒 s.t. 𝛾 ∈ types(𝑡)}|
|𝒮|

≥ sp}.



We omit 𝒮 and sp, if they are clear from the context. For 𝑖 ∈ [|Γ𝒮 | − 1] we write Δ𝑖 to denote
the subset of Δ which contains only typesets of size 𝑖. For a descriptive (ℓ, 𝑤, �̃�, 𝑘)-query 𝑞,
typesets(𝑞) ⊆ Δ1∪̇ . . .∪̇Δ𝑘 holds. This corresponds toΔ = Δ1 = {𝛾 ∈ Γ : |{𝑡∈𝒮 : 𝛾∈types(𝑡)}|

|𝒮| ≥
sp} if the considered query is an swgg-query.

Given an (ℓ, 𝑤, �̃�, 𝑘)-query 𝑞 = (𝑠, 𝑤, �̃�) and a symbol 𝑧 from Vars∪𝒫+
fin(Γ) we let pos(𝑞, 𝑧) =

pos(𝑠, 𝑧) = {𝑖 ∈ [ℓ] : 𝑠[𝑖] = 𝑧} be set of all positions 𝑖 in 𝑠 that carry 𝑧. Given a set of positions
𝑃 ⊆ [ℓ], and a symbol 𝑧 ∈ Vars ∪ 𝒫+

fin(Γ) we write 𝑠⟨𝑃 ↦→ 𝑧⟩ to denote the query string 𝑠′

which is obtained from 𝑠 by setting 𝑠[𝑖] to 𝑧, for all 𝑖 ∈ 𝑃 . Let 𝑥 ∈ Vars. We write 𝑠⟨𝑥 ↦→ 𝑧⟩
as an abbreviation for 𝑠⟨pos(𝑞, 𝑥) ↦→ 𝑧⟩. Next, we present the algorithmical idea for query
discovery:

Compute Descriptive Query Problem (CompDescQuery): On input of a sample 𝒮 over Γ,
a support threshold sp, a string length ℓ ∈ N, a global window size 𝑤 ≥ ℓ, a tuple �̃� of gap-size
constraints, and 𝑘 ∈ [|Γ𝒮 | − 1], the task is to compute an (ℓ, 𝑤, �̃�, 𝑘)-query 𝑞 that is descriptive
for 𝒮 w.r.t. (sp, (ℓ, 𝑤, �̃�, 𝑘)).

Pseudocode of an algorithm solving CompDescQuery is provided in Algorithm 1. Given 𝒮 ,
sp and query parameters (ℓ, 𝑤, �̃�, 𝑘) as input, the algorithm first builds the most general query
𝑞 = 𝑞mg for (ℓ, 𝑤, �̃�, 𝑘). Its query string consists of ℓ distinct variables, i.e. 𝑠mg = 𝑥1 . . . 𝑥ℓ, and
𝑞mg is most general in the sense that 𝑞′ ⊆Γ 𝑞mg for each (ℓ, 𝑤, �̃�, 𝑘)-query 𝑞′. If supp(𝑞,𝒮) < sp

ALGORITHM 1: DescrQuery(𝒮 ,sp,(ℓ, 𝑤, �̃�, 𝑘))
Input : sample 𝒮 ; support threshold sp with 0 < sp ≤ 1; (ℓ, 𝑤, �̃�, 𝑘)
Returns :descriptive query 𝑞 for 𝒮 w.r.t. (sp, (ℓ, 𝑤, �̃�, 𝑘)) or error message ⊥

1 𝑠 := 𝑠mg; 𝑞 := (𝑠mg, 𝑤, �̃�) // query string and query

2 if supp(𝑞,𝒮) < sp then stop and return ⊥
3 Δ := Δ1 ∪̇ . . . ∪̇Δ𝑘 // typesets to be considered

4 𝑈 := vars(𝑞); 𝑉 := ∅ // unvisited and available variables

5 while 𝑈 ̸= ∅ do
6 select an arbitrary 𝑥 ∈ 𝑈 and let 𝑈 := 𝑈 ∖ {𝑥} and Δ1 := Δ1 ∪ 𝑉
7 for 𝑖 = 1 to 𝑘 do
8 replace := False
9 while Δ𝑖 ̸= ∅ do

10 select an arbitrary 𝑦 ∈ Δ𝑖 and let Δ𝑖 := Δ𝑖 ∖ {𝑦}
11 𝑞′ := (𝑠⟨𝑥 ↦→ 𝑦⟩, 𝑤, �̃�)
12 if supp(𝑞′,𝒮) ≥ sp then
13 𝑠 := 𝑠⟨𝑥 ↦→ 𝑦⟩; replace := True // ReplaceOp

14 break for loop
15 if replace is False then 𝑉 := 𝑉 ∪ {𝑥} // NoChangeOp

16 stop and return 𝑞 := (𝑠, 𝑤, �̃�)

the algorithm stops and returns ⊥ (line 2), because no other query 𝑞′ with 𝑞′ ⊆Γ 𝑞 = 𝑞mg can
describe 𝒮 with sufficient support.

Otherwise, the algorithm searches for an admissable replacement operation for each variable
𝑥 ∈ 𝑈 := vars(𝑠) = {𝑥1, . . . , 𝑥ℓ} during the main loop (Line 5). A replacement operation



replaces 𝑥 by an element 𝑦 ∈ Δ𝑖 (during the 𝑖-th iteration of the for-loop) which may be
a typeset or an available variable 𝑦 ∈ 𝑉 (if i=1). The replacement operation is stored in 𝑞
and called admissable if the resulting query satisfies the support threshold (lines 11–13). If
supp(⟨pos(𝑞, 𝑥) ↦→ 𝑦⟩,𝒮) < sp for all 𝑦 ∈ Δ𝑖 and all 𝑖 ∈ [𝑘] the query string remains unchanged
and 𝑥 gets available (line 15). After each variable in vars(𝑠mg) has been considered, the algorithm
terminates and produces the current query as output (line 16).

Next we depict an exemplaric run of Algorithm 1. We refer to the paper’s full version [21]
for a brief discussion, why Δ is passed through incrementally in Line 7.

Example 8. Let Γ = {a, b, c} and 𝑥1, 𝑥2, 𝑥3 ∈ Vars. Consider the sample 𝒮 = {a b b, a c c},
sp = 1.0, ℓ = 𝑤 = 3, 𝑐 = ((0, 0), (0, 0)) and 𝑘 = 2.

On input (𝒮, sp, (ℓ, 𝑤, 𝑐, 𝑘)) the algorithm first generates 𝑞 = (𝑥1𝑥2𝑥3, 𝑤, 𝑐). Since 𝑞 satisfies
the support threshold the algorithm proceeds by computing Δ = {{a}} ∪̇ {{a, b}, {a, c}, {b, c}}.
Assume the algorithm selects 𝑥 := 𝑥3 during the first iteration of the main loop. It turns out
that Δ1 = {{a}} does not contain a typeset for an admissable replacement of 𝑥3. Hence, the
algorithm considers Δ2 during the second transition of the for-loop in Line 7. The only admissable
replacement is 𝑠⟨𝑥3 ↦→ {b, c}⟩, and 𝑠 is replaced by 𝑥1𝑥2{b, c} (𝑉 remains empty).

Let us assume that during the second transition through the main loop the algorithm selects
𝑥 := 𝑥1 and 𝑦 := {a} ∈ Δ1. The replacement of 𝑥1 by {a} is admissible (as it has support 1 on
𝒮). Therefore, 𝑠 is replaced by {a}𝑥2{b, c} and 𝑉 remains unchanged again.

In its last iteration (during the second transition through the for-loop), 𝑠⟨𝑥2 ↦→ {b, c}⟩ is the
only admissible replacement operation. The run terminates after this iteration and outputs the
query 𝑞 = (𝑠, 𝑤, 𝑐) with 𝑠 = {a}{b, c}{b, c}.

{𝑎} {𝑏} {𝑐} {𝑑}

{𝑎, 𝑏} {𝑎, 𝑐} {𝑎, 𝑑} {𝑏, 𝑐} {𝑏, 𝑑} {𝑐, 𝑑}

{𝑎, 𝑏, 𝑐} {𝑎, 𝑏, 𝑑} {𝑎, 𝑐, 𝑑} {𝑏, 𝑐, 𝑑}

{𝑎, 𝑏, 𝑐, 𝑑}

Figure 1: Let Γ = {a, b, c, d}, 𝒮 = {c a b b c a c b, c b b b a c c b, c c b b c c c b}, sp = 1.0 and 𝑘 = 2.
Depicted is a top-down walk through 𝒫+

fin(Γ) for 𝒮 , starting with typesets of size 𝑘 = 2. The typesets
marked in blue represent Δ.

Note that algorithm 1 computes an swgg-query if 𝑘 = 1 and generalised gap-size constraints
are given. Furthermore, during each iteration of the main loop, the for-loop is transisted only
once. It remains to discuss how Δ can be calculated in case that 𝑘 > 1. Starting with all subsets
𝜒 of 𝒫+

fin(Γ) with |𝜒| = 𝑘 it suffices to explore 𝒫+
fin(Γ) in a top-down manner: we walk through

the search space level-wise and check whether the current typesets satisfy sp w.r.t. 𝒮 . If this is
not the case for a typeset 𝜒, all typesets 𝜒′ ⊂ 𝜒 can be deleted from the search space, since they
do not satisfy sp. An example is depicted in Figure 1.



Theorem 9. Given some sufficiently large Γ. Let 𝒮 be a sample, let sp be a support threshold with
0 < sp ≤ 1, let (ℓ, 𝑤, �̃�, 𝑘) be query parameters with 𝑘 = 1 if �̃� = 𝐶 .

(a) If there does not exist any (ℓ, 𝑤, �̃�, 𝑘)-swgg– or dswg–query that is descriptive for 𝒮 w.r.t.
(sp, (ℓ, 𝑤, �̃�, 𝑘)) then there is only one run of Algorithm 1 upon the defined input, and it stops
in line 2 with output ⊥.

(b) Otherwise, every run of Algorithm 1 upon input (𝒮, sp, (ℓ, 𝑤, �̃�, 𝑘)) terminates and outputs an
swgg-query or dswg-query 𝑞 (depending on 𝑘), with |𝜒| ≤ 𝑘 for all 𝜒 ∈ typesets(𝑞), that is
descriptive for 𝒮 w.r.t. (sp, (ℓ, 𝑤, �̃�, 𝑘)).

We refer to the paper’s full version [21] for the proof. Analysing the complexity of the
algorithm, identifies two bottle necks. First the Δ-calculation in the case of dswg-queries. This
can be handeled by adjusting the parameter 𝑘, i.e. by bounding the size of the disjunctive clauses
in the query string. The second is already known from [1] and is caused by the recurring calls
of a matching subroutine. The refered results imply NP-hardness for our algorithm as we can
use it as well for swg-queries from [1]. Membership can be obtained by guessing a witness.

4. Conclusion and Future Work

We model sequence data as traces and discover descriptive queries over traces to find a character-
istic template for situations of interests. Since an increased expressive power of the underlying
query language leads to a more detailed picture of sois, we extended swg-queries, introduced
in [1], in two different ways. First, by generalising the gap size constraints (Section 2.1) and
second, by adding the possibilty of disjunctions (Section 2.2). We adopted and extended the
discovery algorithm to our approach and ensured that the essential complexity properties are
preserved (Section 3). Note that the extended approach can be applied to the multi-dimensional
setting, analogously to [14].

For future work we will merge both extensions to one query language. We are interested in a
more general notion of disjunction and negation, and a more generous possibilty to describe
gaps. For the latter [17] is a good yardstick. An in-depth (parameterised) complexity analysis is
intended as well. Since the crucial point is the inherent complexity of the matching problem,
we are working on data strcutures to improve the computation in practical application. In the
long run we will investigate containment for relaxed query parameters (ℓ, 𝑤, 𝑐, 𝑘).
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