
Towards Efficient Annotation Databases
René Heinzl1, Markus Nissl2 and Emanuel Sallinger2,3

1Building Digital Solutions 421 GmbH, Vienna, Austria
2TU Wien, Vienna, Austria
3University of Oxford, Oxford, United Kingdom

Abstract
Recent advances in machine learning have increased the demand for efficient annotation data management
for machine learning applications by organizations. In this paper, we address this challenge through an
industrial collaboration centered around the unification of data for training and prediction workflows by
enabling fast analytical processing through summarization. Beyond this specific solution, we provide a
very concrete real-world scenario and solution to the data management community as inspiration for
further theoretical and practical research. Finally, we report on the open scientific challenges that remain
in this field.

1. Introduction

Answering the call specifically pushing for “papers in real-world contexts” we represent a
paper on a real-world application in the area of waste separation, that is, in the context of the
pressing societal issues of circular economy and meeting the UN sustainable development goals
(SDGs). This presents ongoing research based on an award-winning in-production large-scale
deployment in multiple countries.

Context. The core of this paper is focused on annotation data management for machine learning,
a critical part of data management for machine learning [1]. Industrial implementations, such as
Amazon SageMaker [2], VGG Image Annotator [3] or Anafora [4] exist, but stop at the level of
annotating data for training purposes or at the management of the training process itself. They
have limited support for metadata management, lacking support for real-time data management
and analytical querying. Yet, we know that in the data management community, we have ample
studies on metadata management [5, 6, 7, 8, 9] and annotation databases [10, 11, 12] – though
in quite different contexts than what is required for annotation data management in machine
learning.

In this paper, we describe the concrete solution to this problem which we developed for
this widely deployed real-world application. Our solution is centered around the unification
of data for training and prediction workflows by enabling fast analytical processing through
summarization. This is especially important when real-time data is used in reporting systems
and automated machine learning processes. Beyond this specific solution, the most important
aspect of this paper is giving a very concrete real-world scenario and solution to the data
management community as inspiration for further theoretical and practical research.
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Application. In the following we provide the core use cases of our business partner for the
domain of interest, demonstrating the need for an advanced annotation and metadata storage
for machine learning processes.

Use Case (Object storage). The waste separation business is interesting in detecting
impurities in plastic waste such as batteries, metals or cardboard. The company has the
requirement that (i) each image should be stored as a possible candidate for training for at
least one year for subsequent analysis requests, (ii) each detected label for each version of
a machine learning model applied on an image should be stored for (real-time) analytical
purposes and (iii) for statistical evidence of correct labeling, the created labels are stored
per user.

The storage of the image data alone for this use case with an average of 100GB (or 20.000
Full-HD images) per device generates a large amount of data. While typically the image data
is stored in an object storage, still the metadata for each device exceed 7 million entries per
year, without considering the details such as the number of labels per model or user. Moreover,
usually additional metadata is stored as demonstrated by the following use case:

Use Case (Metadata). The company is interested in storing next to annotation data
for training and analytical purposes information regarding the device, such as the model
number, camera metadata or location data. This allows the company among others to
correlate specific waste information with trucks and household areas for optimization
purposes.

There exist different approaches to store such metadata in database systems. Typically annota-
tion databases are built on top of relational databases or NoSQL stores using either separate
annotation tables, additional fields in the document table, or as binary data such as serialized
JSON or XML data. In some cases, annotations are stored in object stores with a reference to the
location in the database. While the first two methods allow more efficient analytical queries, the
latter two methods allow to deal with more complex annotation scenarios, such as frame series
annotations, where several thousand records ranging between several MB to several hundred
MB are required at once [13]. Systems and theory that support both scenarios do not exist to
the best of our knowledge.

Contribution. In this paper, we address this challenge by reporting on

• a real-world contemporary use case in the context of the pressing societal issues of circular
economy;

• ongoing work for an efficient annotation data storage solution that leverages both database
systems and object storage;

• key requirements that an annotation database for machine learning purposes has to fulfil.

Outline. In the remainder of this paper, we discuss first the requirements, then present the
solution and finally conclude by discussing open challenges.



2. Requirements

In this section, we establish several key requirements that an annotation database1 has to
fulfill in order to manage annotation data effectively. Our requirements are based on our use
cases from the waste separation company, extended with knowledge from different scenarios
established over several years on hands-on experience in the field of machine learning. The
requirements are:

• Integration with machine learning workflows. An annotation database should integrate
seamlessly with machine learning workflows, allowing the use of annotation data in the
training and evaluation of machine learning models.

• Support for search and analysis. An annotation database should store data in an optimized
format that can be efficiently queried and analyzed in real-time. One should be able to
navigate through the data, extract insights and trends as well as find specific annotations.

• Performance and scalability. An annotation database should be able to handle large
volumes of data and support high levels of concurrent access.

• Flexibility and extensibility. An annotation database should support a wide range of
annotation types and workflows as well as custom annotation types to cover highly
specialized annotation tasks.

• Support of annotation metadata. An annotation database should allow the storage and
management of annotation metadata, such as annotator details, timestamps, model infor-
mation, location data and additional information related to the annotation.

3. Solution

In this section, we present our solution for the use case to address the established requirements
from the previous section. Our approach is structured into three different components: (i) base
data ingestion, (ii) machine learning data ingestion, and (iii) real-time analytical component.
We provide an overview of each of the components in the following by referring to Figure 1.

Base data ingestion. In our use case, multiple end user devices (in the figure referenced as
“Data Collector”) are capturing new (image) data at real-time (each device every few seconds)
and inserting them into our annotation database. Thereby we distinguish between raw data
(e.g., the image) which is stored in an object storage, and meta data (e.g., timestamps, locations,
the path at the object storage of the raw data) which is stored in our meta storage. Already
in this step it is crucial to utilise an efficient bucketing schema for the metadata to optimise
towards the real-time analytical component – a key shortcoming of some approaches discussed
in the introduction.

1Note that we concentrate here on the annotation database, not on the annotation management system which
includes also additional functionality such as user management, visualization tools and an advanced user interface.



Figure 1: Overview of our Annotation Database Setup

Machine Learning Data Ingestion. Here our main goal is to overcome the – inefficient and
costly – separation between training data storage and operational data storage. Operationally,
the machine learning process is initiated when different triggers fire. These are, for already
deployed models, insertion triggers for computing new annotations (labels) in real-time and,
for newly trained models, an on-demand execution over existing raw data in the object storage
after deployment of the model. The resulting annotations are written to the object storage, a
summary of those annotations are provided to the meta storage. With this, i.e., the storage
of the annotation data in the object storage on the one hand, we allow for handling complex
annotation scenarios – a key shortcoming of the other approaches discussed in the introduction,
and with the summarization on the other hand, we provide the foundation of efficient real-time
querying of the meta storage, the second key point raised in the introduction.

Real-time Analytical Component. The last part of the system is the efficient possibility
to subscribe to a query of annotation results from the meta storage. For this, we encountered
different queries from the business domain, such as how many annotations of one specific label
or a combination of labels have been found per day for specific metadata criteria (device, location,
machine learning model, and so on). This provides a high number of query combinations, but
with only a limited amount of queries being currently actively requested. By combining an
efficient analytical real-time database with bucketing (we use buckets based on the timestamp),
we are able to cache “old” results and only have to (re)compute the changes in the newest bucket.
With a subscription to database changes, the solution is even able to clear and recompute the
cache for changes for currently subscribed queries as well as notify in real-time the current
subscribed queries with the newest updates. This ensures that the solution meets the second
key point raised in the introduction, more efficient analytical queries, and one of the key
requirements.

Evaluation. This approach has been evaluated by the stakeholders of the company in real-
world production in multiple countries and satisfies all requirements.



4. Conclusion.

We conclude by raising open challenges for our community:

Open Challenges (theory). While the presented solution provides an effective solution
for the use, in the data management community we lack (1) a systematic study of this
combination of annotation storages and summarization, and (2) theoretical results on the
limits of such techniques.

Open Challenges (practice). Here we lack (1) a systematic analysis of different database
technologies for the meta storage, and (2) the development of optimized data management
systems in the context of resource-limited environments.

In addition, we are particularly interesting in exploring this topic in more detail in the setting
of Knowledge Graphs [14, 15, 16, 17] and our Vadalog system [18, 19, 20].
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