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Abstract
Information Extraction in the Life Sciences is getting increasing attention due to the constantly growing
amount of data and text. The advancements of deep learning models further accelerate this development.
However, applying these models to domain-specific data is crucial as applied domains often require
different entity type extractions than general ones. This paper introduces BiodivBERT, the first pre-
trained language model for the biodiversity domain. We constructed two pre-training corpora (abstracts
and abstracts + full text) based on a keyword search strategy from two leading publishers in the Life
Sciences. In addition, we fine-tuned BiodivBERT on two downstream tasks, i.e., Named Entity Recognition
(NER) and Relation Extraction (RE), using various state-of-the-art benchmarks. The results show that
BiodivBERT outperforms the state-of-the-art approaches. Moreover, we discuss a potential application
of BiodivBERT for ontology auto-population. We publicly release data and code for both pre-training
and fine-tuning.

Keywords
Biodiversity, Language Model, BERT, Pre-training, Fine-tuning

1. Introduction
Motivated by the predicted impending loss of biodiversity and the consequences of this loss for
humanity [1], research in the biodiversity domain has recently witnessed accelerated growth.
For instance, the Biodiversity Heritage Library (BHL)1 currently holds over 55 million digitized
pages of legacy biology text from the 15𝑡ℎ − 21𝑠𝑡 centuries, representing a massive amount of
textual content [2]. Moreover, Google Scholar returns more than 85,000 hits for a search using
the term “biodiversity” from 2021 till the time of writing, November 2022. Thus, text mining
tools are an open demand in the field to leverage this untapped wealth. Recent progress in
the development of deep learning models for Natural Language Processing (NLP) promises to
answer this demand. However, directly applying such NLP techniques to biodiversity texts is
not promising. Modern word representation models such as Word2Vec [3], GloVe [4], ELMo [5],
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and BERT[6] are trained and tested on general domain texts (e.g., Wikipedia). However, domain-
specific, texts contain many instances of domain-specific entity types. E.g., Helianthus (genus
of sunflower species), calcareous grassland, or growth rate. Thus, it is difficult to estimate the
performance of general-purpose models on domain-specific datasets. Approaches to improve the
performance of cutting-edge approaches like BERT on domain-specific benchmarks have first
been developed for the (bio-)medical domain with BioBERT [7] and clinicalBERT [8]. BioBERT is
initialized with BERT weights and pre-trained on biomedical corpora that are based on PubMed2

and PubMed Central (PMC)3. It showed a significant improvement on three downstream tasks,
namely Named Entity Recognition (NER), Relation Extraction (RE), and Question Answering
(QA). To the best of our knowledge, there is no language model for the biodiversity domain that
supports the extraction of named entities and relations from textual data.

The contributions of our paper are as follows: i) BiodivBERT is the first biodiversity-specific
BERT-based model pre-trained on biodiversity corpora. ii) We show that pre-training BERT on
biodiversity corpora improves its performance on two downstream tasks, NER and RE. iii) We
discuss potential applications for BiodivBERT, e.g., ontology population. v) We make our pre-
training corpora [9], pre-processed datasets [10], the pre-trained weights [11] of BiodivBERT,
and the source code for pre-training and fine-tuning publicly available4.

The rest of this paper is organized as follows: We give an overview of our approach in Section 2.
We explain the pre-training and fine-tuning tasks in Section 3 and Section 4 respectively. We
show our results in Section 5. We demonstrate a potential application of the current work in
Section 6. We conclude in Section 7.

2. Approach
In this paper, we introduce BiodivBERT, a pre-trained language representation model for the
biodiversity domain. The overall process of pre-training and fine-tuning BiodivBERT is shown in
Figure 1. First, we initialize BiodivBERT with weights from BERT [6], which was pre-trained on
general domain corpora (English Wikipedia and BooksCorpus). Then, BiodivBERT is pre-trained
on our collected corpora from the biodiversity domain. The first corpus is based on abstracts
(+Abs), while the other contains both abstracts and full text (+Abs+Full). To demonstrate the
effectiveness of BiodivBERT in biodiversity text mining, we have fine-tuned and evaluated it on
two downstream tasks, NER and RE, using various task-specific datasets.

3. Pre-training BiodivBERT
In this section, we explain our pre-training data sources, selection strategy, and data statistics.
In addition, we discuss the pre-training task for BiodivBERT.

3.1. Pre-training Data
In this section, we discuss the construction of our two pre-training corpora that are based on
Abstracts (+Abs), and Full text (+Abs+Full). Thus, we explain our used keywords search strategy,
workflow, and the resultant corpora statistics.

2https://pubmed.ncbi.nlm.nih.gov/
3https://www.ncbi.nlm.nih.gov/pmc/
4https://github.com/fusion-jena/BiodivBERT
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Figure 1: BiodivBERT pre-training and fine-tuning Overview.

Keywords Search: We discussed various options to crawl data for pre-training with three
biodiversity experts. Our experts recommended to focus on sources that reflect recent re-
search directions. Therefore, they suggested querying Elsevier5 and Springer6 rather than the
BHL which contains more legacy data. In addition, these companies publish a diverse set of
biodiversity-related journals. Moreover, they provide official APIs to crawl data. To crawl
these massive reservoirs, our experts suggested 10 keywords that covered the domain, e.g.,
“biodiversity”, “genetic diversity”, and “taxonomic”7 and recommended crawling data from the
last three decades [1990-20208].

Corpora Construction Pipeline: To show the effect of the pre-training data on the model
performance through the downstream tasks, we created two pre-training corpora. One is
based on abstracts (+Abs) only, while the other contains abstracts and full text of publications
(+Abs+Full). Under the access rights provided by the selected publishers, we used abstracts
and full texts of open-access papers and abstracts only for other publications. To construct the
+Abs corpus, we used the pre-selected keywords and year range as input for both Elsevier and
Springer’s provided full-text search APIs. For each of them, we retrieved the corresponding
DOIs for each keyword in the given year’s range. We then applied a deduplication method to
the result set. We applied the same procedure for the second corpus, which is based on the
full texts (+Abs+Full). Elsevier provided a straightforward API to obtain the parsed full text
for a given article. However, for Springer’s full text, we downloaded the corresponding PDF
file for each DOI, converted it to an XML format, and then extracted the text. We converted
the downloaded PDFs to XML files using the GROBID service, and client [12]. We cleaned and
merged the final text from both data sources. We applied both shallow and deep cleaning steps
for the collected data. For instance, we filtered the sentences to include unique ones. In addition,
we used regular expressions to remove URLs and DOIs.

5https://dev.elsevier.com/
6https://dev.springernature.com/
7https://github.com/fusion-jena/BiodivBERT/blob/main/keywords_search
8The starting year of this project.
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Figure 2: Data loss during full Text corpus construction.

Corpora Statistics: Table 1 gives an overview of our final corpora statistics. +Abs and
+Abs+Full are around 1GB and 4GB in size, respectively. Our corpora include around 1M
abstracts with 92K full publications. We faced data loss as shown in Figure 2 due to several
reasons: 1) not found (404) errors for some articles because of either technical issues on the
provider side or invalid DOIs. 2) Elsevier allows crawling only 6000 articles per keyword through
its API. 3) GROBID failed to convert some PDF files from Springer. So, the shown numbers
indicate the best we can use from both publishers under such circumstances.

Table 1
Final Pre-training Corpora Statistics.

Corpus Data Source #Sentences #Words Size

+Abs Abstracts 5M 134M 876 MB
+Abs+Full Full Text 25M 548M 3.81 GB

3.2. Pre-training Task
We pre-trained BiodivBERT on our domain-specific corpora (+Abs) and (+Abs+Full). We initial-
ized BiodivBERT with the BERT_base_cased weights for computation efficiency and to leverage
the general domain learned weights from the Wiki and books corpora by the original model.
For tokenization, we used the same BERT WordPiece [13] tokenizer, which overcomes the
out-of-vocab (OOV) issue. Similar to BioBERT [7], we used the cased vocabulary in our setting
as it has higher performance on the downstream tasks, and we used the original vocabulary of
BERT_base_cased for the same reason and to be compatible with both BERT and BioBERT. We
compare BiodivBERT to the SOTA BERT-based models. In addition, we tested different combi-
nations of pre-training corpora. Thus, we compare such settings in Table 2. We pre-trained
BiodivBERT+Abs, and BiodivBERT+Abs+Full using transformers by Hugging Face [14] library
on a single V100 GPU (16 GB) for 3 and 5 days respectively. We used 512 for the maximum
sequence length and 15% of the masked language model probability for hyperparameters. In
addition, we used Adam’s optimizer with 1e-3 learning weight and default betas. Moreover,
we set the batch size to 16 and enabled the gradient accumulation with four steps for faster
training.



Table 2
Pre-training Models setting corpora.

Model Corpora

BERT𝐵𝐴𝑆𝐸[6] Wiki + Books
BioBERT𝑣1.1[7] Wiki + Books + PubMed
BiodivBERT+Abs Wiki + Books + Abstracts
BiodivBERT+Abs+Full Wiki + Books + Abstracts + FullTxt

4. Fine-tuning BiodivBERT
With minimal architectural modification, BiodivBERT can be applied to various downstream
text mining tasks. In this work, we fine-tuned it on both NER and RE using P100 (16 GB) by
Colab Pro9 using various state-of-the-art datasets.

Named Entity Recognition is the task of identifying the domain-specific proper nouns
inside a given text. We leveraged the original BERT structure for NER such that it uses a
single output layer based on the representations from its last layer to compute only token-level
probabilities. We used entity-level precision, recall, and F1 score as the evaluation metrics
of NER. We selected various SOTA datasets to test the performance of BiodivBERT on NER.
COPIOUS [2] is based on BHL documents and has six entity types, a.k.a. tags, including, e.g.,
habitat and taxon names. QEMP [15] is created from datasets metadata files and contains four
entity types (tags), e.g., quality and material. BiodivNER [16] (dataset [17]) is constructed from
metadata files and abstracts from PubMed and has five tags, e.g., organism and phenomena.
Species800 [18] and Linnaeus [19] are designed for species names that are normalised to NCBI
Taxonomy database10. We pre-processed all of them to follow the BIO11 format for token
classification.
Table 3
Overview of the selected NER datasets.

Dataset Tags #Docs #Statements #Annotations

BiodivNER 6 150 2,398 9,982
QEMP 4 50 2,226 5,154

COPIOUS 5 668 26,277 26,007
Species800 1 800 14,756 5,330
Linnaeus 1 100 34,310 3,884

Relation Extraction is the task of classifying relations among named entities in a corpus.
We utilized the sentence classifier of the original version of BERT, which uses a [CLS] token
for the classification of relations. Relations in such a way use a single output layer based on a
[CLS] token representation from BERT. To the best of our knowledge, BiodivRE [17] is the only
available RE corpus for the biodiversity domain, so we included it in our fine-tuning setting.
In addition, we included the BioRelEx [20], EU-ADR [21], and GAD [22] corpora from the
biomedical domain. BiodivRE contains relations among the five entity types of BiodivNER, like
occur_in and influence in a multi-class and a binary format. BioRelEx classifies the bindings
9https://colab.research.google.com/?utm_source=scs-index
10https://www.ncbi.nlm.nih.gov/taxonomy
11https://natural-language-understanding.fandom.com/wiki/Named_entity_recognition#BIO
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between genes and diseases into three categories: exists (1), not exists (-1), and unsure (0).
EU-ADR and GAD include relations between genes and diseases. In this work, we used the
binary format that BiodivRE provides. For BioRelEx, we constructed a binary relation corpus
by excluding the unsure relations. Moreover, similar to BioBERT, we anonymized the target
named entities in a sentence using their tags, e.g., @COMPLEXPROTEIN$ and @GENE$. For
EU-ADR and GAD, we used the provided pre-processed version by BioBERT’s team since the
original data are unavailable. Table 4 shows the selected RE datasets’ statistics.

Table 4
Overview of the selected RE datasets.

Dataset #True Statements #False Statements Total

BiodivRE 1,369 2,631 4,000
BioRelEx 1,379 62 1,606
GAD 25,209 22,761 53,300

EU-ADR 2,358 837 3,550

5. Results & Discussion
To gain a first impression of the performance of our approach, we ran a mask-filling task on a
typical biodiversity topic on BERT, BioBERT, and BiodivBERT using the following test case:
“Diversification and [MASK] in brood pollinationmutualisms.”. Table 5 shows that BiodivBERT has
produced the most realistic results compared to the other two models. For example, BiodivBERT
can generate both “diversity” and “evolution”. Such results demonstrate the effectiveness of the
pre-training data.

Table 6 and Table 7 shows the scores of fine-tuning the BiodivBERT, BERT, and BioBERT
models on the two downstream tasks NER, and RE respectively. In addition, we developed
a single layer of the Bidirectional Long Short Term Memory (BiLSTM) with 10% dropout
as a baseline approach. We micro-averaged the results per dataset to generate the scores
of all systems. We fine-tuned these models on a single P100 GPU provided by Colab Pro.
First, we found that BioBERTv1.1 obtained higher scores than BERTBASE on the downstream
tasks, Second, BiodivBERT+Abs+Full and BiodivBERT+Abs gained the best results among all
the others by achieving either first or second place on the given datasets. In detail, for NER,
BiodivBERT+Abs+Full exceeds BioBERTv1.1 for all datasets except QEMP ,where BiodivBERT+Abs
exceeds BioBERTv1.1, with 1% F1 score. In addition, we notice that the scores of the Species-
related datasets (Species-800 and LINNAEUS) gained higher scores than others; we argue that
is due to such datasets being easier than those with fuzzy categories to identify. E.g., QEMP
and BiodivNER have a class, “QUALITY” that groups data measures that cover vast and various
attributes of the biodiversity domain and would be harder to detect. For RE, we have mixed
results; for example, BiodivBERT+Abs+Full outperforms BioBERTv1.1 with a 2.5% F1 score for
EU-ADR. However, BioBERTv1.1 overcomes BiodivBERT+Abs+Full with 3% F1 score for BiodivRE.
We plan to apply different fine-tuning settings on those datasets to enhance the scores.

6. Application
In this section, we discuss a possible application for BiodivBERT: A while ago, we started
developing a biodiversity domain ontology, Biodivonto [23]. Such an ontology is needed for



Table 5
Fill-in mask task results by BERT-based models.

Model Rank Result

1 Diversification and variation in brood pollination mutualisms.
BERT 2 Diversification and variations in brood pollination mutualisms.

3 Diversification and changes in brood pollination mutualisms.

1 Diversification and Image in brood pollination mutualisms.
BioBERT 2 Diversification andim in brood pollination mutualisms.

3 Diversification andvasive in brood pollination mutualisms.

1 Diversification and change in brood pollination mutualisms.
BiodivBERT 2 Diversification and diversity in brood pollination mutualisms.

3 Diversification and evolution in brood pollination mutualisms.

Table 6
Fine-tuning scores on NER datasets. The highest score is marked in bold while the following score is
marked underline. Evaluation Metrics (Met.) are Precision (P), Recall (R), and F1 score (F).

BiodivBERT

Dataset Met. BiLSTM BERT𝐵𝐴𝑆𝐸 BioBERT𝑣1.1 +Abs (+Abs+Full)

Spieces-800 P 0.49 0.80 0.87 0.81 0.79
R 0.09 0.81 0.80 0.80 0.84
F 0.16 0.80 0.80 0.81 0.81

LINNANUS P 0.82 0.93 0.93 0.92 0.95
R 0.22 0.94 0.94 0.90 0.95
F 0.34 0.94 0.94 0.91 0.95

COPIOUS P 0.77 0.88 0.88 0.88 0.89
R 0.53 0.87 0.89 0.88 0.88
F 0.63 0.88 0.88 0.88 0.88

QEMP P 0.84 0.90 0.91 0.90 0.88
R 0.53 0.73 0.76 0.78 0.72
F 0.65 0.81 0.83 0.84 0.79

BiodivNER P 0.66 0.85 0.86 0.86 0.85
R 0.44 0.83 0.85 0.86 0.88
F 0.53 0.84 0.86 0.86 0.87

many applications both by us and for other researchers in the field. BiodivOnto consists of
eight core concepts including, e.g., “Organism”, “Environment”, “Location”, and three core
relations: have, in, and influence. So far, the population of the ontology with instances is
incomplete. Adding instances manually is prohibitively expensive. Since the ontology is
the basis of BiodivNERE [16] for both tasks, BiodivBERT could be used to auto-populate the
ontology. For instance, Seabass would be classified as an “Organism”. In a final step, the
identified instances should be linked to existing knowledge graphs. e.g., Seabass would be
mapped to http://www.wikidata.org/entity/Q307102 from Wikidata. This could be done, e.g.
using our approach described in [24]. With this, BiodivBERT has the potential to bring us
closer to our ultimate goal, the creation of a comprehensive biodiversity knowledge graph out
of textual data.

http://www.wikidata.org/entity/Q307102


Table 7
Fine-tuning scores RE datasets. The highest score is marked in bold while the following score is marked
underline. Evaluation Metrics (Met.) are Precision (P), Recall (R), and F1 score (F).

BiodivBERT

Dataset Met. BiLSTM BERT𝐵𝐴𝑆𝐸 BioBERT𝑣1.1 +Abs (+Abs+Full)

BiodivRE P 0.68 0.80 0.79 0.78 0.78
R 0.68 0.81 0.81 0.79 0.77
F 0.68 0.80 0.80 0.79 0.77

BioReLx P 0.71 0.83 0.82 0.85 0.80
R 0.78 0.89 0.70 0.75 0.74
F 0.74 0.86 0.75 0.79 0.77

EU-ADR P 0.71 0.91 0.56 0.92 0.92
R 0.69 0.62 0.53 0.69 0.69
F 0.60 0.74 0.54 0.79 0.79

GAD P 0.66 0.77 0.81 0.77 0.78
R 0.66 0.77 0.81 0.76 0.77
F 0.66 0.77 0.81 0.77 0.78

7. Conclusions & Future Work
In this paper, we introduced BiodivBERT as a pre-trained language model on two domain-
specific corpora based on modern research data from the biodiversity domain. In addition,
we fine-tuned it on two downstream tasks for text mining: named entity recognition (NER)
and relation extraction (RE). BiodivBERT outperforms the state-of-the-art approaches on task-
specific datasets.

Future Work: We plan to pre-train and fine-tune a lightweight model, e.g., distilBERT [25].
We also plan to investigate the reasons behind the low scores on the RE task, especially with the
BiodivRE and BioRelEx datasets. For example, we could try different settings for fine-tuning. In
addition, we fine-tune BiodivBERT on more task-specific datasets whenever they are available.
Finally, we deploy BiodivBERT for actual token and sequence prediction for the biodiversity
literature to auto-populate the BiodivOnto.
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