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Abstract  
The rapid development of ICT caused significant changes in the ways and means of 

communication between people using network technologies. Creating, storing, distributing, and 

sharing information is becoming increasingly easy and accessible. Today, one of the most 

promising technologies for storing information and providing effective online services is the use 

of cloud systems. Using this technology to protect computer systems from cyberattacks can bring 

many advantages compared to traditional protection schemes. However, the rapid evolution of 

malicious software and the diversification of its types leads to a significant increase in the 

vulnerabilities of the implementation of attacks on information resources, especially on objects of 

the state’s critical infrastructure. Thus, there is a need to develop new methods and models for 

effective data processing in cloud-based malware detection systems. In this study, the information 

technology model for efficient data processing in cloud-based malware detection systems was 

developed, which considers the need to formulate commands for transferring control to the ICT 

software client. In addition, a study of the probabilistic and temporal characteristics of algorithms 

and programs for generating and processing metadata in a cloud-based malware detection system 

was conducted. This allowed for increasing the accuracy of the results of estimation of time 

characteristics by up to 1.7 times and jitter characteristics by up to 4.5 times. 
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1. Introduction 

Up-to-date malware detection technologies 

include sophisticated mathematical methods as 

well as hardware and software complexes for data 

storage, processing, transmission, computerized 

control, telecommunications, etc. The constant 

development of computing facilities and 

automation complexes, as well as the increasing 

demand for cloud-based malware (Figs. 1 and 2) 

detection systems, leads to an increase in the 
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volume of metadata transferred to these systems. 

However, increasing requirements for the 

accuracy of modeling and quality of technical 

developments require consideration of many 

objective and subjective factors (especially 

important for government critical infrastructure) 

that arise in the process of ICT operation. The 

increasing requirements for the accuracy of 

modeling and the quality of technical 

developments, however, require the consideration 

of many objective and subjective factors 

(especially important for government critical 
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infrastructure) that arise in the process of ICT 

operation: 

• The heterogeneity of ICT, which contain 

diverse components, many of which are 

themselves complex, multifunctional systems. 

• The multi-connected and large-scale 

nature of ICT. 

• The distributed nature of information and 

computing resources across the global network. 

• Susceptibility to various types of external 

and internal intrusions (especially virus 

attacks). 

• Knowledge-intensive and continuous 

evolution based on advanced technology and 

software developments etc. 

 
Figure 1: Malware volume in the world in 2021 

and the first part of 2022 [1] 

 
Figure 2: Malware volume in Ukraine in the first 

part of 2022 [1] 

Therefore, there is a problem of developing 

mathematical models that most accurately 

formalize the technology of ICT functioning. 

Especially important is the task of mathematical 

description of the cloud system technology to 

detect malware in the ICT, considering some basic 

factors (heterogeneity, multi-connectivity, etc.). 

2. Analysis of Modern Approaches 
and Problem Statement 

Today, cloud computing is one of the most 

advanced technologies for storing information and 

providing efficient online services. Using this 

technology to protect computer systems from cyber-

attacks can offer many advantages over traditional 

protection schemes, such as simplicity, accessibility, 

lower cost, and scalability. Malware is defined as 

any malicious software that targets a computer 

system to perform cyber-attacks to damage 

endpoints. According to [2], protected assets can 

include all desktop and laptop computers, computer 

systems and networks, mobile devices, the Internet 

of Things (IoT), Cyber-Physical Systems, and the 

most critical assets of the nation’s critical 

information infrastructure (Fig. 3). 

 
Figure 3: The infrastructure of a typical cloud 
environment 

Let’s take a closer look at some studies on 

malware detection in the cloud environment. 

In [3], an approach to protect IoT devices from 

local computer network attacks is presented. The 

authors propose a new concept of Behavior-based 

Deep Learning (BDLF) embedded in the cloud 

platform of the IoT environment. In this approach, 

behavior graphs are first built by analyzing API 

calls. Then, high-level features of the behavior 

graphs are extracted using stacked autoencoders 

neural networks. Experimental results show that 

the proposed BDLF can learn a variety of malware 

semantics and further improve the average 

detection accuracy by 1.5%. 

In [4], a malware detection method is 

presented which analyzes the network traffic and 

software behavior. This method is based on the 

classification of the sets of API calls used, the 

frequencies and sequences of API calls extracted 

from the control flow graphs of software 

applications, and the features extracted from the 
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DNS traffic of the network. The results of the 

experiment showed the reliability of malware 

detection at the level of 97.29 to 99.42%, which 

proves the ability of the method to increase the 

reliability of malware detection. 

In [5], the authors proposed an energy-efficient 

hosting model consisting of individual components 

of Amazon cloud services to improve the 

uniqueness and scalability of the model. This study 

considered the establishment of key benchmarking 

metrics and known antiviruses for the cloud hosting 

model. According to the paper, the proposed 

approach was not only successful for the hosted 

detection system but also outperformed traditional 

antiviruses. However, the malware detection 

infrastructure and hosting model can be further 

improved by integrating an intrusion detection 

engine supported by the cloud environment. 

In [6], a cloud-based malware detection and 

neutralization system for wireless multimedia 

systems in IoT is proposed based on a dynamic 

differential game. According to the proposed 

model, firstly, an SVM-based malware detection 

model is created by sharing data on the security 

platform in the cloud. Then, the number of 

malware-infected devices that can physically 

infect critical nodes is calculated according to the 

attributes of the Wireless Multimedia System 

(WMS). Finally, the state transition between 

WMS devices is described by a modified 

epidemic model, and a Hamiltonian function has 

been introduced to simplify the saddle-point 

solution. In addition, the objective value function 

and the dynamic differential game were 

sequentially derived for the Nash equilibrium 

between the WMS system and the malware. 

According to the paper, the results showed that the 

proposed algorithm can neutralize malware 

accurately and efficiently and is suitable for WMS 

with limited resources. 

In the study [7], the authors proposed an 

information technology for malware detection in 

the cloud environment based on Machine 

Learning (ML). First, they used random 

simulation to get the worst-case logarithmic loss 

and then used some models such as KNN, LR, etc. 

Next, they looked at the logarithmic loss of each 

algorithm and determined if it was the perfect 

model. Finally, they deployed the ML model with 

a user interface on the AWS cloud. According to 

the authors, they found a unique solution by 

working with both machine learning and cloud 

computing to determine the legitimacy of a file. 

However, this research can be improved by using 

different data mining techniques to select features 

or by implementing new learning models. 

In [8], a cloud-based malware detection 

solution called TrustAV is presented. This 

solution is based on a pattern-matching method to 

identify contaminated data. TrustAV outsources 

the processing of malware analysis to a remote 

server and is offered as a cloud-based solution. 

According to the paper, TrustAV can protect the 

transmission and processing of user data even in 

untrusted environments. In addition, TrustAV 

uses various techniques offered by Intel SGX 

technology to overcome common performance 

issues and limit risk. However, no real-world data 

is available to evaluate the proposed TrustAV 

cloud solution. 

To detect the rapidly increasing number of 

malware attacks, an intelligent system based on 

behavioral analysis in the cloud environment has 

been proposed in [2]. It creates a dataset of 

malware on different virtual machines, which 

effectively identifies distinctive features (Fig. 4). 

 
Figure 4: Cloud-based malware detection 
architecture 

Then, samples selected based on training and 

rules are provided to detection agents to separate 

such software from safe samples. The authors 

emphasize that the developed system can 

effectively detect both known and unknown IPSs 

with a high level of detection and accuracy. In 

addition, the results of the proposed method 

outperform those of the leading methods in the 

literature. The detection results reach 99.8%, 

0.4% false positive rate, and 99.7% accuracy. The 

proposed system can help those who want to 

develop a new malware detection system in a 

cloud environment. 

In Table 1, the results of the analysis of malware 

detection approaches in the cloud environment are 
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summarized by the following criteria (proposed by 

authors and based in last advances in the area): 

1. Clarity of formalization 

2. Flexibility and versatility 

3. Ability to self-learn and improve 

4. Detection accuracy 

5. Experimental validation. 

The common goal of all the above studies is to 

identify malware by increasing the detection rate 

while reducing the misclassification rate. In 

reviewing these studies, it is clear that while each 

detection method has its advantages and works 

better for certain datasets in a cloud environment, 

none of them can detect 100 percent of malware.

Table 1 
Analysis of malware detection approaches in the cloud environment 

№ Approach name 
Criteria 

1 2 3 4 5 

1 A deep learning behavioral graph approach to malware detection + - + + + 
2 Method for malware detection through analysis of network traffic and in-system 

software behavior 
- - + + + 

3 Cloud-based energy-efficient hosting model for malware detection - + + - - 

4 
A dynamic differential game-based malware detection and neutralization model for 
a wireless IoT system 

+ + + - + 

5 ML-based malware detection technology for the cloud environment + + + - - 
6 TrustAV model for detecting malware in the cloud + + + - - 
7 Malware detection system based on behavioral analysis in the cloud environment + - + + + 

The purpose of this study is to create and 

investigate a mathematical model of information 

technology for efficient data processing in cloud-

based malware detection systems in critical 

information infrastructure. 

3. Information Technology Structure 
of Cloud-based Malware Detection 
System 

Studies of the process of collecting, storing, 

and processing metadata in cloud-based malware 

detection systems have shown that the overall 

structure can be represented as a diagram in 

Fig. 5. 

Let’s closely investigate the function of each 

block. 

The data stream from the communication 

channels arrives at the telecommunications 

adapter (network application), the main task of 

which is to separate individual applications from 

the data stream and form files (control transfer 

commands) for processing in the software client, 

as well as the smooth transfer of metadata to the 

communication channel of the ICT. 
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Figure 5: Flowchart of the cloud-based malware 
detection system technology 

The software client is a module that resides on 

the client's computer and is designed to organize 

the interaction between the hardware and software 

components of the system, present suspicious files 

to the metadata generator, and present the results 

of the cloud-based malware detection system in a 

convenient format (creating tables, graphs, charts, 

etc.). The software client is functionally linked to 

the file analyzer, which is a software package 

designed to perform pre-signature and heuristic 

analysis (comparison with established 

benchmarks, checking the validity of values, etc.) 

on the client side of the system. 

The metadata generator is designed to extract 

special signatures from suspicious files using 

modern file hashing tools. The special signatures 

are transferred to the communication channel of 
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the ICT network via the adapter described above. 

The transmission in the ICT network through 

intermediate switching nodes (metadata transfer 

unit) is carried out according to known protocols 

and advanced methods of information traffic 

management. 

The cloud-based metadata analyzer identifies 

threats, checks the quality of the decisions made 

for errors, and then looks for sources of threat 

propagation. Found sources are also automatically 

validated to ensure there are no false positives. 

Information about newly discovered threats and 

their sources is immediately added to the malware 

archive and made available to all other users of the 

product. 

Malware data is used to train the metadata 

analyzer, allowing it to quickly respond to the latest 

malware developments and automatically detect 

active threats on users’ computers. Infection 

information used for self-learning includes 

signature-based and heuristic detection results. 

The cloud protection system collects and 

processes suspicious activity data from every 

member of the network, providing a powerful 

expert system for analyzing cybercriminal 

activity. The data needed to block an attack on a 

user’s machine is shared across the cloud network, 

preventing further infections. 

Studies have shown that the implementation of 

multi-user distributed applications requires the 

provision of a socket interface. 

A socket is one of the ways that computers 

transfer data and share information. Sockets are 

the software endpoints of a network connection. 

To work with sockets, it is necessary to use a 

protocol based on TCP/IP and Windows transport 

layer program port. There are three main types of 

sockets [9]. Client-side sockets initialize a client-

side connection to a server-side socket on a 

remote computer. To open the connection, the 

client socket must “know” the IP address of the 

remote machine and the port number used by the 

server socket. The client sends a connection 

request to the server. Server sockets themselves 

do not connect to client sockets. This task is 

performed by listening sockets embedded in the 

server sockets. A new client connection request is 

received by the listening socket, which places it in 

a queue. When the server socket is released from 

its current job, it processes the request from the 

queue and creates a listening socket for the new 

connection. Server sockets connect to a client 

socket in response to its request. The client socket 

receives a description of the server socket, after 

which the connection is considered established 

[10–11]. 

Below is a mathematical formalization of the 

technology of metadata transfer and processing in 

cloud-based malware detection systems, and the 

main temporal characteristics of these processes. 

4. Assessing Metadata Processing Time 
in a Cloud-Based Malware Detection 
Analyzer 

The time of metadata processing in the cloud 

analyzer is defined by finding the sum of a random 

number of independent random variables 1 2, ,...   

with the same distribution F and the derivative 

function of moments ( ).M s  Let N be an integer 

random variable with a derivative function 

( ) i

iA s Ps=  and independent of all of the .j  

Then, the random sum of 1 ... N + +  has the 

distribution described by the derivative function 

of moments 

( ) ( ( )),s W M s =  (1) 

where ( )W s  is a derivative function which 

describes the random number of metadata items 

requested by the software client, ( )M s  and is a 

derivative function of moments which describes 

the random processing time per metadata item. 

Let’s consider the method of calculating the 

processing time when the number of metadata 

elements requested by the program client is 

described by a uniform distribution with integer 

values. The number of parameters in the task can 

vary from h  to l . The derivative function of the 

moments of this distribution, considering that all 

events are equiprobable with the value p , is equal to  

( 1) ( 1)

( 1)

( ) ( ... )

( ( ))
.

(1 )

hs h s l s ls

hs l s

s

M s p e e e e

p e e

e

+ −

+

= + + + + =

−
=

−

 

The derivative function of this distribution is 

( 1)( ( ))
( ) .

(1 )

hp s s
W s

s

+−
=

−
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To estimate the random processing time of a 

metadata item, a uniform continuous distribution 

with parameters a and b must be used Then, 

according to c  (1) ( )s  can be calculated as 

1

( ) ( )
( ) .

1
( )

h
as bs as bs

as bs

e e e e

a b s a b s
s p

e e

a b s



+    − −
 −   

− −    
=  −

 −
 −
 

l

 (2) 

By differentiating ( )s  concerning s and 

setting it equal to zero in the resulting expressions, 

the first and second moments 1 , 2  concerning 

the origin are obtained, which correspond to the 

mean st  and the variance D of the processing time 

of a single metadata element transmitted at the 

request of the software client: 

( )
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in the case when a metadata analyzer performs 

processing of files of different, independent 

information flows, the number of software client 

requirements for formation, analysis, and 

processing of control commands can be described 

by the Poisson distribution [12–14]. 

In such a case, the derivative function of the 

Poisson distribution will be as follows: 

( ) .sW s e −=  

Hence, the derivative function of the time 

moments of the formation of control commands 

and the execution of the task of the client program 

is equal to the: 

( )
( ) .

as bse e

a b s
s e

 



 −
− +  − =  

(5) 

From (5) the average execution time of the 

control command generation task and its variance 

can be found: 

( ) ( )
,

2

ф

cp

a b
t

 +
=  (6) 

 

2 2
( ) ( )

.
3

ф a ab b
J

 + +
=  (7) 

5. The Model Simulation Results and 
Discussion 

Let’s analyze the mutual influence of the time 

characteristics given in (2), (4), (6), and (7) on the 

total processing time of metadata and the 

formation of control commands. 

Fig. 6 shows graphs of the total time ( )cpt s  

(Graph 1) and metadata processing time 
( ) ( )o

cpt s  

(Graph 2) (Fig. 4 a-b) as well as graphs of jitter 

( )D s  of total time—(Graph 1) and metadata 

processing time 
( ) ( )oD s —(Graph 2) in conditions 

when 0,4;a = 0,7;b = 0,3;h = 1;=l 0,3;p =

1200. =  

The graphs show that considering the temporal 

characteristics of the formation of control signals 

will increase the accuracy of the results of the 

evaluation of temporal characteristics to 1.7 times, 

and the characteristics of jitter to 4.5 times. 

Therefore, a mathematical model of ICT was 

developed and studied, which allows the 

evaluation of temporal characteristics of the 

processing of a metadata element and generation 

of a control command. The peculiarity of the 

model is that it considers the necessity of forming 

control transfer commands to the ICT software 

client, which generally increases the accuracy of 

the mathematical modeling results in the 

considered conditions [15–21].

 

 
a) 

 

b) 

Figure 6: Dependence graphs of ( )cpt s , 
( ) ( ),o

cpt s  ( )D s  and 
( ) ( )oD s  
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In most cases, the probability density 

distribution of the processing time for a single 

metadata element and the generation of a control 

command has a single mode. Formulas (2) and (6) 

can be used to pre-estimate the spread of the 

distribution based on the “three sigma” rule. At 

the same time, the need to take into account the 

factors mentioned at the beginning of the article 

requires the development of more complex 

models, for which the authors will use the GERT 

structure graph approach in the future. 

This will optimize the structure of the metadata 

creation, transmission, and processing system, as 

well as the formation of control transfer 

commands, and evaluate its performance and 

scalability when increasing the volume and 

complexity of the tasks to be solved. 

It can provide cybersecurity [22–25] from the 

viewpoint of malware detection and prevention. 

This is only one side (subdomain) of cybersecurity 

[26–28]. 

6. Conclusions 

The study analyzes the existing approaches to 

malware detection in the cloud environment, 

summarized according to the following criteria: 

clarity of formalization, flexibility and versatility, 

ability to self-learn and improve, detection 

accuracy, and experimental validation. 

It is found that all the above studies are to 

identify malware by increasing the detection rate 

while reducing the misclassification rate. And 

while each detection method has its advantages 

and works better for certain datasets in a cloud 

environment, none of them can detect 100% of 

malware. 

In this study, the information technology 

model for efficient data processing in cloud-based 

malware detection systems was developed, which 

considers the need to formulate commands for 

transferring control to the ICT software client. 

In addition, a study of the probabilistic and 

temporal characteristics of algorithms and 

programs for generating and processing metadata 

in a cloud-based malware detection system was 

conducted. This allowed for increasing the 

accuracy of the results of estimation of time 

characteristics by up to 1.7 times and jitter 

characteristics by up to 4.5 times. 
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