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Abstract  
Today, critical infrastructure organization varies widely across countries, but important 

commonality is a close interconnection and significant interdependence on certain ICT. A 

state’s national security and the quality of life of its citizens depend on the continued reliable 

operation of a complex, interdependent critical infrastructure, including transportation, 

electricity, oil, gas, telecommunications, and emergency services. A failure in one infrastructure 

can quickly and significantly affect another. Modern infrastructures are almost entirely 

dependent on ICT and often need to be interconnected through electronic communication 

channels to operate reliably. While these technologies offer tremendous efficiencies, they also 

create new vulnerabilities. Therefore, there is a need to develop new models and methods to 

ensure the stable operation of interdependent critical infrastructures. This paper proposes a 

model for assessing the effectiveness of information security systems, which, by representing 

interdependent critical infrastructures in the form of Markov and semi-Markov processes, 

introducing changes in the state space and transition matrix, allows optimizing costs and 

investments in the information security system while ensuring a given level of its security. In 

addition, an experimental study of the proposed model was conducted. The use of this model 

allows to comprehensively assess the main indicators of investment in ensuring the security 

of interdependent critical infrastructures of the state, considering budgetary constraints on the 

total costs incurred. 
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1. Introduction 

Today, critical infrastructure organization 

varies widely across countries, but important 

commonality is the close interconnection and 

significant interdependence on certain ICT. 

Infrastructure is defined as a network of 

interdependent systems and processes that interact 

to produce and distribute a continuous flow of 

goods and services necessary for community 

development. Critical infrastructures in different 

countries are highly integrated and 

interconnected, both physically and through a 

range of ICT. As a result, failures in one 

infrastructure can have a direct or indirect impact 

on other infrastructure assets, damaging the entire 
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geographic region and having a significant impact 

on the economy of the country or even the global 

economy [1–2]. 

A state’s national security and the quality of life 

of its citizens depend on the continued reliable 

operation of a complex, interdependent critical 

infrastructure, including transportation, electricity, 

oil, gas, telecommunications, and emergency 

services. A failure in one infrastructure can quickly 

and significantly affect another. Today critical 

infrastructure (Fig. 1) contains the following 

sectors (in the USA for example): Chemical Sector; 

Critical Manufacturing Sector; Commercial 

Facilities Sector; Communications; Dams Sector; 

Defense Industrial Base Sector; Emergency 

Services; Energy; Transportation etc. 
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Figure 1: Critical infrastructures sectors 
(example) 

Modern infrastructures are almost entirely 

dependent on ICT and the Internet and often need 

to be interconnected through electronic 

communication channels to operate reliably. 

In addition, the same technology that allows 

information to be transmitted around the world 

can be used to disrupt vital systems, including the 

flow of electricity or water and emergency 

services. And while these technologies provide 

significant efficiencies, they also create new 

vulnerabilities. These vulnerabilities point to an 

important scientific need to assess the 

effectiveness of the information security systems 

of interdependent critical infrastructures. 

2. Analysis of modern approaches 
and problem statement 

National and economic security depend on 

critical infrastructure and ICT, which are 

constantly supported. Special committees are 

created, and requirements are established for each 

sector of infrastructure to ensure their reliability 

and protection. 

The activity of the mentioned committees is 

aimed at protecting the system against hostile 

penetration, or computer attacks, which can cause 

a failure in critical infrastructure. 

According to [3, 4], critical infrastructures can 

be conditionally divided into the following two 

main categories: 

1. Infrastructures whose activities are based 

exclusively on ICT refer to most financial 

infrastructures. 

2. Infrastructures that operate through 

SCADA systems (Fig. 2). This is a special control 

and data collection system for critical infrastructure 

objects, such as electricity, water, gas, fuel, 

communications, transportation, etc. These systems 

use real-time information-providing sensors and 

allow for control and operational changes. 

Another useful model for describing the 

behavior of critical infrastructure and the 

interdependence between them is the model of 

defining infrastructure systems as complex 

adaptive systems (CAS) [5]. 

These systems are complex because they are 

diverse and contain many interconnected 

components. They are adaptive, allowing 

components of the system to make the right 

decisions, and change in response to information 

from other components and external 

interventions. 

A detailed analysis of existing methods for 

assessing the effectiveness of information security 

systems for critical infrastructure is presented 

below. 

A process-statistical approach to performance 

evaluation is presented in papers [6–8]. As a result 

of this approach, it is possible to obtain a histogram 

of distribution and an integral percentage of the 

distribution of the total value of predicted losses. 

These values allow for the estimation of the 

probability of a specific value at any selected point 

or in each interval. This probability, with a specific 

value of predicted losses, can be considered as 

justification for the effectiveness of measures to 

increase the information security level with a 

guaranteed probability. 

The effectiveness assessment optimization 

method described in [9] involves the creation of 

scenarios for the development of system risk in the 

form of a graph, which is a logical-probabilistic 

model that reflects the functioning of the system. 

This is a bipartite graph G (A, U), where the vertices 

in set A correspond to the hardware and software 

protection means, and the vertices in set U 

correspond to the respective information threats. 

Each element (vertex) in set A is characterized by its 

price and its effectiveness in neutralizing 

information threats. Each vertex in the set U is 

assigned a weight equal to its value, and each edge 

is assigned a weight r(i,j) = {1,0}. The last event 

determines the dangerous state of the system. 

 
Figure 2: The scheme of SCADA system [14] 
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In the paper [10], the method of current and 

planned operating system protection measures for 

critical infrastructure functioning is presented, 

which describes the process of verifying the 

functionality and correctness of the operation of 

current systems. If it is assumed that an 

information protection means is functioning 

correctly, but this is not confirmed during 

business operations, then its functioning can 

become a source of possible vulnerability. The 

result of the method is a list of current and planned 

protective measures with information on their 

implementation status and use. The final 

determination of the risk is made by calculating 

the effectiveness indicator.  

Based on the comparison of the results, it is 

concluded that if the risk is acceptable, the next 

step is to prepare documents for assessing the 

effectiveness of the information protection 

system. If the risk exceeds the acceptable level, it 

is necessary to adjust the protective measures and 

then repeat the procedure for calculating the 

potential security risk. 

The model proposed in papers [11–12] for 

assessing the effectiveness of banking 

information resources is based on the calculation 

of a comprehensive investment efficiency 

indicator, which is allocated to ensuring their 

security and discounting future monetary inflows 

and outflows. The proposed approach, based on a 

comprehensive investment efficiency indicator, 

allows a new (emergent) and efficient approach to 

building effective security systems in terms of 

both security and cost-effectiveness [12]. 

In Table 1, the results of the analysis of 

methods for evaluating the effectiveness of the 

functioning of information security systems are 

summarized according to the following criteria 

(proposed by authors and based on modern 

approaches in this field): 

1. Clarity of formalization (clarity and 

comprehensibility of mathematical 

calculations). 

2. Ease of implementation (absence of 

overly complex procedures). 

3. Flexibility and universality (ability to 

change parameters and apply them in different 

areas). 

4. Objectivity (ability to be independently 

evaluated). 

Table 1 
The analysis of methods for assessing the 
effectiveness of information security systems 

Approach 1 2 3 4 

Process-statistical Method 
for Performance 
Evaluation 

+ - + + 

Effectiveness Assessment 
Optimization Method 

- + + - 

Method of current and 
planned operating system 
protection measures 

- - - + 

The model for assessing 
the effectiveness of 
banking information 
resources 

+ + - + 

Therefore, from Table 1, it can be seen that the 

most appropriate model for all parameters is the 

model for evaluating the effectiveness of banking 

information resources, which calculates 

efficiency, takes into account changes in security 

investments over time, but is oriented (in most 

cases) only to banking security and safety. 

The objective of this paper is to develop and 

study a model for assessing the effectiveness of 

information security systems in interdependent 

critical infrastructures. To achieve this goal, the 

following tasks must be addressed: 

1. To analyze existing approaches to 

assessing the effectiveness of information 

security systems to determine their advantages 

and disadvantages. 

2. To develop a model for assessing the 

effectiveness of information security systems in 

interdependent critical infrastructures to enable 

the comprehensive determination of key 

investment indicators in information security 

systems and the provision of a specified level of 

security. 

3. To conduct experimental research on the 

developed model for assessing the 

effectiveness of information security systems 

to verify its effectiveness. 

3. Model for Assessing the Effectiveness 
of Information Security Systems of 
Interdependent Critical Infrastructures 

The model for assessing the effectiveness of 

information security systems of interdependent 

critical infrastructures (for example, transport 

[15–19]) consists of four stages, namely:  

1. Identification of the connections 
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2. Identification of the links 

3. Calculation of the system efficiency and 

performance 

4. Investments optimization [1–2] 

Let’s consider them in more detail below. 

Stage 1: Identification of connections 

To represent the system of associated critical 

infrastructures, graphical theory should be used, 

where the nodes of the graph represent critical 

infrastructure objects and the arcs represent 

infrastructure components or connections 

between them. It should be noted that graph arcs 

can change and even be uncertain. In addition, 

certain capabilities of one component or 

subsystem may be related to the performance of 

several other components or subsystems, and the 

failure of a particular link may cause the same or 

more serious difficulties. 

For example, a critical infrastructure supply 

network contains separate suppliers labeled S1 

and S2. The critical infrastructure entering the 

distribution network from supplier S1 enters 

through node DS1. Similarly, critical 

infrastructure that enters the distribution network 

from supplier S2 enters through node DS2. There 

are four different requirements for the critical 

infrastructure served by this network, two of 

which will be labeled as E1 and E2. By dividing 

the generation facilities into two nodes and a 

connecting arc (e.g., E1 and G1), a “node failure” 

(partial or total loss of a generator) can be 

represented as a loss of capacity on the connecting 

arc. The critical infrastructure demand values 

(during each period) are determined at nodes D1, 

D2, L1, and L2. The numbers next to the 

connections in the network represent the nominal 

capacity of these connections. 

Stage 2: Identification of the links 

The SCADA equipment monitors, controls, 

and regulates the transport of the critical 

infrastructure objects at the connections a → b, 

b → c, c → d, and d → e. Let’s assume that 

SCADA has two main subsystems. One 

subsystem supports the a → b and b → c links and 

the other supports the c → d and d → e 

connections. Changes in bandwidth over time may 

include random failures (which reduce arc power) 

or repairs of indefinite duration (which restore 

performance). To determine the communication 

states corresponding to different performance 

levels, we use Markov and semi-Markov 

processes [13] to represent state transitions in 

time.  

The state of each of the two SCADA 

subsystems is represented by a binary random 

variable, where “0” indicates a reduced state 

(partial loss of functionality) and “1” indicates full 

functionality. Since links a → b and b → c are 

controlled by the same SCADA subsystem, 

changes in their performance determined by the 

state of the SCADA system occur together, 

creating a correlation between them. The same 

applies to the c → d and d → e links. Since the 

capabilities of the a → b, b → c, c → d, and 

d → e link systems depend on the state of the 

SCADA system, the definition of states depends 

on the state of the corresponding SCADA 

subsystem. 

Stage 3: Calculation of the system efficiency 

and performance 

Assessing the probability distribution of 

critical infrastructure objects supplied at D1 and 

D2, L1 and L2 is critical to understanding the 

quality of service that can be provided to 

customers. Understanding the “recovery time” 

provides insight into the reliability of the system.  

Let’s consider the problem of an infinite 

horizontal generalized network flow with a set of 

nodes N and a set of arcs A. Let ( , )tс i j  be the arc 

capacity ( , )i j A  in period t. 

Let ( ( , ))t tC с i j E=   and  tC C E=   

where E is the state space for the capacity on all 

links in period t. Let’s consider C as a semi-

Markov process with a probability measure 

( , ).C   

Let D be the demand for each node in each 

period. Let f  be the performance indicator 

defined on E
. In the interim analysis, f  is the 

distribution of the time to “recover”. In the steady 

state analysis, f  is the probability distribution for 

the product delivered to each demand node. It is 

possible to estimate the probability distribution 

and the recovery time using the model. The 

procedure for creating an observation from this 

distribution is as follows: 

1. Let I = 1, then for each connection it 

should be assumed that the capacitance has just 

reached the lowest possible state. 

2. Given the capacity of each link, determine 

the demand satisfied at each location by 

solving the generalized flow problem, 

assuming that all demands are equally 

important. 

3. Let I = i + 1. 
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4. When all the demands are satisfied, the 

flow stops, and the value will reflect the 

number of periods needed to recover. 

5. Recover each link state based on the 

associated stochastic process and continue with 

Step 2. 

Since some stochastic processes have a 

transition probability that is quite small and quite 

long, many replications are likely to be needed. To 

overcome this problem, important samples can be 

used. The basic idea behind using importance 

sampling is to select alternative transition 

matrices and residence time distributions that are 

more computationally efficient but to “adjust” the 

results using the relative probability of observing 

the initial parameters. 

Stage 4: Investments optimization 

Investment opportunities that may have an 

impact on efficiency can be represented in Markov 

models as changes in transition matrices. After all, 

the transition matrix for a communication channel in 

a network has an overall effect on the performance 

of the system, and this effect can be estimated by 

Markov models. 

That is, if C is a Markov or semi-Markov 

process that depends on some parameter  , it has 

a probability measure ( , ),C   that determines 

the probabilities of the system being in different 

states. If the system has a performance measure 

( ),g C  the simulation model can be seen as an 

estimate of the expected performance for a given 

 , as follows:  

 ( ) ( ) ( ) ( , ).f E g C g C dC  = =   

To assess the effectiveness, the following 

expression should be used: 

( ) ( ) ( , ),a g C C  =  

where ( )g C  is the probability that all 

requirements will be met, ( , )C   is the 

probability of a steady state at  . 

Therefore, the process is as follows: 

Step 1: It is necessary to compute 1000 sample 

paths of the system, each with 1000 periods, using 

transition matrices for each link that are similar to 

those of the basic configuration of the system, but 

that allows a more “efficient modeling”. Let   be 

the stochastic processes chosen for each link. 

Then, it is necessary to calculate the probability 

that all requirements are satisfied   and let this 

value be *.Р  

Step 2: Identify the links that have enough 

funds to make the next additional investments. If 

there are no links, then stop the analysis. 

Step 3: For each of the links identified in 

Step 2, calculate separately the probability that all 

requirements can be met if additional investment 

is made in the link. Each calculation requires an 

“adjustment” of the 1000 sample routes identified 

in Step 1, based on an “importance function” for 

the links. 

Step 4: Make an additional investment in the link 

that gives the largest increase in the probability that 

all requirements can be met, if this increase is 

positive. If the improvement is positive, update P, 

reduce the budget available for these investments, 

update the stochastic process set on the links O, and 

proceed to Step 2; otherwise stop.  

The proposed model for assessing the 

effectiveness of information security systems, 

which, by representing interdependent critical 

infrastructures in the form of Markov and semi-

Markov processes, introducing changes in the 

state space and transition matrix, allows for 

optimization the costs and investments in the 

information security system while ensuring a 

given level of its security. 

4. Experimental study of the model 

Stage 1: Identification of connections 

For the experimental study of the proposed 

model, the following example of two 

interdependent critical infrastructures which are a 

gas distribution network, and an electricity 

generation/distribution network is considered [1–

2]. The gas distribution network is supported by 

dispatch control and a data collection system. 

The combined gas and electricity network is 

shown in Fig. 3. It contains two separate suppliers, 

labelled S1 and S2. Gas entering the distribution 

network from supplier S1 is delivered through 

node DS1. 

 
Figure 3: Representation of the network of 
interdependent critical infrastructures 
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Similarly, gas entering the distribution 

network from supplier S2 enters through node 

DS2. There are four different gas consumers 

served by this network, two of which are power 

stations (E1 and E2). Each power plant can supply 

the electrical load on L2, but only one of the 

generators can supply the electrical load on L1. By 

dividing the generating units into two nodes and 

one interconnecting line (e.g. E1 and G1), it is 

possible to represent a “node failure” (partial or 

total loss of a generator) as a loss of capacity on 

the interconnecting line. 

The gas and electricity demand values (during 

each period) are recorded at nodes D1, D2, L1, 

and L2. The numbers next to the network 

connections represent the nominal capacity of 

these connections.  

Stage 2: Identification of the links 

The SCADA system [20–23] consists of two 

main sub-systems. One subsystem supports the 

connections a → b and b → c and the other—

c → d and d → e. Fig. 1 shows the possibilities of 

establishing connections that are considered to be 

deterministic. In addition, stochastic processes 

have been identified for those connections that are 

considered to have an uncertain capacity. For 

example, the S1 → DS1 link can have a capacity of 

90, 95, 100, or 105. It is assumed that the capacity 

evolution of gas transmission pipelines is a semi-

Markov process, while other links are characterized 

by Markov processes. Observations of these 

distributions are rounded to determine the number 

of periods in which the process is carried out. 

The state of each of the two SCADA 

subsystems is represented by a binary random 

variable, where 0 indicates a reduced state (partial 

loss of functionality) and 1 indicates full 

functionality. Thus, if the part of the SCADA 

system supporting a → b and b → c connections is 

in a reduced state, then the maximum state of the 

tank with the a → b connection is 250 instead of 

300. 

Stage 3: Calculation of the system efficiency 

and performance 

Assessing the probability of gas supply to D1 

and D2 and electricity supply to L1 and L2 is 

essential to understand the quality of service 

offered to customers. And indicator f contains 

four possible distributions. 

Fig. 3 shows the distribution of the probability of 

temporary restoration based on 1000 replications. 

The average recovery time is 10.6 periods, but there 

is about a 5% chance that it will take 20 or more 

periods, and in one experiment it took 36 periods to 

recover the system. The structure of the analysis 

makes it relatively easy to determine the conditions 

that led to each recovery time observation. Such 

information is likely to be particularly valuable to 

policymakers seeking to improve system efficiency. 

 
Figure 4: Time to restore the operation of the 
interdependent critical infrastructure systems 

Then, using the algorithm described in Step 3, 

the stationary probability distribution for the 

product delivered to each demand location was 

estimated. Fig. 4 illustrates the probability 

distribution for the products delivered to each 

demand node based on 1000 replications of the 

stationary sampling scheme. 

In addition, Fig. 5 shows the probability 

distribution for the products delivered to each 

demand node (if the storage tank is not available), 

based on 1000 replications of the steady-state 

sample. The proportion of periods in which 

demand is met by different “load nodes” of the 

system varies from about 94% to 99%. In general, 

it is more difficult to meet demand at D2 than at 

D1 because of the uncertainty associated with the 

b → c, c → d, and d → e connections. 

Stage 4: Investments optimization 

Investment opportunities that can improve 

efficiency are represented in the Markov models 

as changes in the transition matrices. For example, 

the reliability of a particular piece of equipment 

can be improved, and this improvement can be 

represented as a reduction in the probability of 

fault injection in the Markov model by capacity. 

This alternative transition matrix for the network 

link and the overall impact on system performance 

can be evaluated using simulation. Replacing the 

old transition matrix also has a cost associated 

with its improvement. Thus, the investment 

optimization task is to determine which 

investments (changes in specific transition 

matrices) should be made to maximize system 

performance, given the budget constraints on the 

total cost incurred.
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a) Product delivery to D1 

 
b) Product delivery to L1 

 
c) Product delivery to L2 

 
d) Product delivery to L1 

Figure 5: Probabilities of product delivery distribution in stable operation 

5. Results and discussion 

Let us consider in detail what investments can be 

made to improve the reliability of gas supply from 

suppliers, SCADA system, gas pipelines, and 

generators. Let’s assume that for $100 thousand 

invested in the connection, the lowest state of the 

tank is removed and the possibility of transition to 

this state is added to those for the next lower state. 

For each successive state removed, the cost is $150, 

$200, $250, $300, $350, and $400 thousand, 

respectively. Link investments must be made 

properly. For example, securing at least 100,000 

cubic feet of gas from Supplier 1 requires an 

investment of $250,000. The goal of cost 

optimization is to find a tradeoff that satisfies the 

condition of maximizing the steady-state probability 

that all requirements will be met. 

The proposed order of investments is to ensure 

the reliability of gas supplies from supplier 2 first, 

then to invest in gas pipelines c → d and d → e, 

and then in power generation lines E1 → G1 and 

E2 → G2. 

The most significant improvement in overall 

system reliability is the increased reliability of gas 

supply from supplier 2. Without this supply, 

further “downstream” capacity increases are 

ineffective. Further investments in gas pipelines 

and power generation may slightly improve 

system reliability, but the optimization points to 

gas supply as the most important investment area.  

This example is both simple and complex 

enough to illustrate processes in much larger, 

complex real-world networks [24–30]. 

As the experiment has shown, the usage of the 

proposed model allows a comprehensive 

assessment of the main indicators of investment in 

the security of the state’s interdependent critical 

infrastructure [24, 31–34], considering budgetary 

constraints on the total cost incurred. 

6. Conclusions 

The paper analyzes existing approaches to 

assessing the effectiveness of interdependent 

critical infrastructures and identifies their main 

advantages and disadvantages. It is found that the 

model for assessing the effectiveness of banking 

information resources has the greatest advantages, 

which calculates efficiency and takes into account 

changes in security investments over time, but 

mostly focuses only on banking security and 

security of information resources. 

A model for assessing the effectiveness of 

information security systems has been developed, 

which, by representing interdependent critical 

infrastructures in the form of Markov and semi-

Markov processes, introducing changes in the 

state space and transition matrix, allows 

optimizing costs and investments in the 

information security system while ensuring a 

given (required) level of its security. 

In addition, the paper conducts an 

experimental study of the mentioned model, 

which confirms its effectiveness in the 

comprehensive assessment of the main indicators 

of investment in ensuring the security of 
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interdependent critical infrastructure of the state, 

considering budgetary constraints on the total cost 

incurred. 
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