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Abstract  
The paper presents the results of the development of a hybrid intelligent system for recognizing 
biometric personal image data for the identification of human faces in various noise conditions from 
image data. Diagrams of use cases and classes intelligent system software implementation have been 
developed. An input sample of image data for 500,000 people of various ages was formed and prepared. 
A set of functional libraries and technologies of the Python programming language, including Tensorflow 
and Keras packages, were used for the system software implementation. Pattern recognition models of 
Local Binary Patterns, Eigenfaces and a hybrid model using a Deep Neutral Network based on the 
convolutional architecture of a multilayer perceptron have been implemented. The created intelligent 
system can be used in the experimental mode, which provides the possibility of configuration and 
parameters setting of the implemented recognition models with the task of superimposing coefficients 
or removing noise on input images for model training, as well as in the applied mode of preventive 
notification about the risks of detecting dangerous persons, which is necessary for industrial testing the 
functionality of the system in real time when submitting data streams for analysis. The conducted 
experimental studies of the computational processes speed and the accuracy of person identification 
allowed us to establish that among the developed and researched models, the proposed hybrid model 
of an artificial neural network has the highest accuracy. The authors proposed further ways of 
developing and improving the work of the created intelligent system for a wider range of its use. 

Keywords  1 
Pattern recognition theory, artificial neural networks, machine learning, hybrid intelligence systems, 
deep learning.  

1. Introduction 
Currently, with the development of computer technology, it has become possible to solve the 
problems of the complex pattern recognition theory (PRT), which were previously considered 
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technically impossible due to a number of computational complexities and various reasons. In 
connection with the constant growth of requests for the processing, collection and analysis of 
various data, including media content, the tasks of partial or complete automation of the 
identifying objects process in images and video streams in order to ensure the autonomy of the 
detection processes of anomalous phenomena or subjects that are wanted. In particular, similar 
tasks are considered relevant in the field of security, ensuring access of individuals to closed or 
restricted objects, for example, in the operation of access control systems at enterprises, when 
monitoring potential violators of order in shopping centers, public places [1].  

In the context of a risk-oriented approach to preventively informing security services about 
possible risks of terrorist or other negative actions and events, it is expedient to ensure an effective 
process various biometric data identification.  

Among the signs used in practice, by which the recognition of individual subjects is carried 
out, there are indirect (gait, clothing, speed of movement), anthropometric (height, arm span, stride 
length) and personalized (face, palm or finger prints) [2]. 

In the modern direction of objects identification in images, there is an active growth of technical 
solutions offered both in the hardware and software segments. However, not all of the existing 
systems for supporting biometric personal data recognition processes can fully take into account 
the entire spectrum of signs, due to the noise effects that arise, for example, the presence of false 
makeup objects on the face, glasses, scars [3].  

Therefore, an urgent task is the development and use of methods, algorithms and hybrid 
intellectual systems (HIS) for recognizing images of a collective nature, taking into account sets 
of signs and their correlation among themselves, obtained with the help of recording surrounding 
world means (photo and video cameras) with the aim of minimizing human involvement in these 
processes [4]. 

Among existing PRT methods in practice, both classical, statistical and characteristic 
approaches are used, as well as more innovative principles and models of machine learning (ML) 
[5]. In the basic setting of the task of biometric data recognition, the entire set of objects is divided 
into fragments, each of which represents a certain image, which is defined by a set of its individual 
manifestations. Thus, in fact, the recognition process is reduced to solving the problem of 
classification based on ML. The method of classification of an element to an image is a decisive 
rule [6].  

The metric is a measure recognition quality used to determine the distance between the 
elements of objects, the smaller the metric value - the greater objects similarity degree. 
Recognition system efficiency depends on the choice of image display form and metric types. The 
procedure for recognizing biometric data on image images is reduced to assigning sets of initial 
data to one of the possible classes by identifying the most significant features that unambiguously 
describe and identify the data [7].  

In this regard, the research of different PRT models for the comparative analysis of their 
effectiveness in the recognition task is an urgent and actual field. 

2. Description of Problem and Related Works 
In the classic formulation of the PRT problem, mathematical models are used for the human 
biometric data recognition, trying (in contrast to ML approaches) to replace the computational 
experiment with conceptual logical reasoning, factor analysis, and mathematical proofs. 



Recently, in practice, in research [8] on solving problems of PRT in biometrics, monochrome 
images are analyzed, which makes it possible to reduce the size and analyze images in the form of 
functions on a plane.  

Thus, if we consider some set of points on a given plane T, where the function f(x,y) reflects 
and describes any of its characteristics (brightness, clarity, transparency, etc.) at each individual 
point of the image, then such a function is a formal form of image recording [9]. 

The set of all possible functions f(x,y) on a given plane T is an integral model of the images 
set. In this regard, the introduced concept of similarity between all images of objects can be 
reflected as the task of recognizing biometric features that uniquely identify each individual. The 
specific type of such a production depends significantly on the subsequent stages of image 
recognition. 

In order to solve the problem of biometric data recognition, different methods have historically 
been developed, including approaches based on neural networks, the Karunen-Loev 
transformation, lines of equal intensity, and deformable comparable standards [10].  

In the creation of recognition algorithms, a key aspect is the automatic selection of facial 
elements (in particular, the eyes, nose and mouth) on various images, after which the obtained 
geometric characteristics are applied directly to the recognition of the face characteristic features. 
The absence of comparison procedures based on data [11] is typical when describing these 
approaches. 

In practice, when solving applied problems, such a typology of PRT methods is often used: 
methods based on the principle of separation; approaches based on "potential functions"; 
evaluation methods (voting); statistical methods; methods based on the apparatus of logic algebra; 
methods and models of artificial neural networks [12].  

In most situations, the effectiveness of their individual use is justified only in limited 
conditions, the adaptation and hybridization of the used approaches within the framework of 
intelligent decision support systems is more promising. 

Among the popular methods used by the authors of various scientific and applied literature [3, 
7, 11, 13] should be highlighted: comparison of the type of correspondence between elements 
against each other and comparison of the accumulated and representative series of biometric data. 
Currently, a number of typical classifications and methods of PRT are used, in particular, 
approaches of comparison with a reference object, clustering, community of properties. 

1. Comparison with a reference object, also called the principle of enumeration, a method 
consisting in the fact that any of the available classes allocated in the system is matched with a 
certain set of images. 

2. The principle of clustering, which is based on the presentation of features in the form of 
some datasets without clearly defined relationships. In this case, the image is represented as a 
vector in the characteristic space X, each individual class is compared with a set of vectors in this 
space. Based on this feature space is divided into separate areas corresponding to classes (clusters) 
[14]. At the same time, these areas may overlap with each other.  

This method is effectively used in research in the field of image processing and objects related 
to quantitative data. 

3. The commonality of properties, the basis of the method is the use of connections between 
each image elements. When using this approach, the recognition takes place according to an 
algorithm that allows us to select individual image properties specified by the user, on the basis of 
which they are compared with the selected classes properties.  



A generalizing property is the image generation algorithm. In the case when the algorithm for 
generating new images is used, all classes can be specified by using algorithms for generating 
structures of a specific type [15]. 

There are also a number of more modern algorithms for face recognition, for example, the 
Eigenfaces and Local Binary Pattern methods. 

The key idea of the Eigenfaces approach is to use the method of principal components to search 
for vectors that optimally describe biometric images. Using such a method, it is permissible to 
detect various changes in a given sample of images for training, to describe this modification in 
the basis of several orthogonal vectors, called eigenvectors.  

The calculation of the main components actually boils down to the calculation of the 
eigenvectors and covariant matrix values formed on the image analysis basis. A once-created set 
of eigenvectors in the training sample is used for sequential coding of other images represented by 
a such vectors weighted combination [16]. The task of the algorithm is to present the image as the 
sum of the basic components (image), i.e. 

 ,     (1) 

where  – centered (after subtracting the mean) i-th image of the original sample,  represent 

weights and  eigenfaces. 
Using a given number of eigenvectors, a brief approximation of the face image is formed, which 

is placed in the database in the form of a set of coefficient vectors used to search for correlating 
features. The sum of all principal components with their product of their eigenvectors is the image 
reconstruction. 

The disadvantage of the method is the need to create idealized conditions for illumination, 
facial expression, the absence of extraneous objects and abnormal facial features, because 
otherwise, the main components will not adequately reflect interclass variations [17]. 

The Local Binary Pattern algorithm is a description of the neighborhood of an image pixel in 
binary form.  

The stages of the algorithm include: selection of radius values and the number of points; setting 
each of the points of its number; difference calculation in brightness values between each of the 
extreme pixels and the central one; checking the difference value for negativity; transformation of 
the image circumference from 0 and 1 to a line. Mathematically, the logic of this algorithm is as 
follows 

,     (2) 

where - step function that returns 0 when x>0 and 1 otherwise.  - brightness values of the 

pixel numbered neighbors,  — the brightness most central pixel value [18].  
The disadvantage is the ambiguity of identification and the high noise impact on the final 

images. The results of the considered methods analysis and approaches allow us to draw a 
conclusion about the expediency of combining the considered approaches with ML models within 
the hybridization framework, which will increase the overall efficiency and accuracy of pattern 



recognition for more prompt and targeted information of special service personnel about possible 
law enforcement violations risks. 

Thus, the work’s goal is the development and research the possibilities of a hybrid intelligent 
system for recognizing biometric personal data in images based on the ML models use. 

3. Technics and System Development 
The Python programming language, the PyCharm IDE development environment, and the Django 
framework were used to develop HIS. NumPy, Pandas, Pandas, SciKit-Learn, Apache Mahout, 
Tensorflow, Keras libraries are used to build models of pattern recognition and data processing. 
For data storage, a database (DB) was developed using MySQL.  

To solve the recognition task, the Local Binary Patterns (LBP), Eigenfaces (EF) models used 
to identify contours, objects, and signs in images, as well as Deep Learning Neutral Network 
(DNN) of the convolutional type for identifying hidden patterns in images, were selected and 
implemented by software biometric data and recognition process automation [19]. 

Face images and, separately, images of the eye are used as the considered biometric data and 
are evaluated as a whole (a total sample of data for analysis is formed). 

The system is designed to work in two modes (fig.1): research and direct use (industrial). In 
research mode, the HIS user has the following key options: go to and view the main page of the 
system; viewing the list of preset images in the DB in the form of a list with a count of the images 
number for each person; adding a new person specifying a new name and uploading an image; 
updating data on an existing person in the database (name and image); choosing one of three 
algorithms (Local Binary Patterns, Eigenfaces based on the Haar method and an artificial neural 
network based on the model of a multi-connected convolutional network); starting the recognition 
process; initialization of the all models retraining process on updated data (if new images were 
added); viewing the recognition results (matching images for each of the selected algorithms, 
evaluation of metrics) [20]. 

Class diagrams of the main logic of image recognition, project models, and project dependency 
classes with the Django framework are shown in Fig. 2.  

As we can see, the key logic of the recognition process general management in the project is 
concentrated in the class face_recognizer.recognizers. Classifier, used by the object class, and the 
classes face_recognizer.recognizers.Eigenfaces, face_recognizer.recognizers.LocalBinaryPattern 
anf face_recognizer.recognizers.DNN are intended for the implementation of specific functions 
and business logic for each of the corresponding methods. 



 
Figure 1: Usecase diagram for using the intelligent face recognition system 

In the research mode, the user, having entered the main page of the system, chooses to go to the 
image recognition page by clicking on the corresponding hyperlink. 

Being on a new page by using the functionality of the recognition module, a new image is 
loaded into the application memory from the file system from local media (the *.jpg format is 
supported), after which one or more methods of image recognition are selected and the recognition 
process, which is logged in time, is initialized within the project memory. 

After passing through the recognition processes, the values of the metric estimates according 
to the selected recognition methods, as well as the corresponding images closest to the input, are 
displayed on the new page by using the results display module. After that, clicking on the hyperlink 
will take us to the main page of the software application. In the mode of using the system in an 
online format, its sequence of work consists of the following stages [21]:  

● input data is submitted via a video stream from a web camera or from a mobile device;  
● on the basis of the submitted input data, their sequential processing is performed with 

a check for the presence of a live object;  
● identification of objects in the image is carried out by passing input data to the created 

models;  
● the image is compared with a standard face (including eyes) available in the database;  
● a message about the verification result is displayed during authorization. 



In the mode of use, the system can be deployed on the basis of the following working 
environment components (fig.3):  

● ServerCompany, a software solution is installed for processing data coming from 
DevicesStaff;  
● DataBase Company, a separate database that stores data on the activity of identified users;  
● Devices Staff, devices that are used to process incoming stream data. 

 
Figure 2: Class diagram of the basic logic of pattern recognition in research mode 



 
Figure 3: System deployment diagram for industrial use 

4. Experiments and results analysis 
To study the effectiveness and speed of implemented models work in the software within the 
developed HIS framework, 10 sets of images were downloaded and taken from free data sources 
on the Internet [18], as well as based on the use of web cameras installed around the city and 
accessible through the web interface different people of from different angles of each for training 
the created models. The training sample is 80%, the test sample is 20% of the total data number. 
For the DNN model, 8 dense layers with different numbers of neurons were created, relu was 
selected as the activation function, the total number of training epochs was 500, and the training 
error on the test sample was about 15%. The results of model studies are shown in table 1. A 
comparison of the performance of pattern recognition methods based on the metrics average values 
is shown in Fig. 4. 

Table 1 
Results of model work on test samples of images 

Noise 
level 
(%) 

Volume of 
images 

Model name 

LBP Eigenfaces (EF) LBP+EF+DNN  
Duration 

(ms) 
Accuracy 

(%) 
Duration 

(ms) 
Accuracy 

(%) 
Duration 

(ms) 
Accuracy 

(%) 

20 

500  8,51 85 0,92 40 344 80 
600  8,63 65  0,87 47 341 83 
700  8,81 71  0,72 42 356 85 
800  9,52 75  0,93 63 349 87  



900  9,63 78  0,88 55 340 88 

10 

1000  9,97 83  0,78 60 348 90 
1500  10,23 85  0,82 65 355 95 
2000  10,54 80  0,85 57 358 95 
2500  11,03 86  0,91 52 362 93 
5000  12,32 77  0,96 63 379 94 

 

 
Figure 4: Comparison of the used models performance  

In addition, to assess the risk of incorrect classification from the security point view, a fuzzy model 
analysis module of the output confidence level Y (Confidence) was introduced in the selected class 
on the basis of 4 linguistic terms: matches by facial features L{Low, Middle, Hight}, eye features 
W{Low, Middle, Hight}, defects N{Low, Middle, Hight} and integral coincidences 
C{BelowThreshold, ThresholdEqual, AboveThreshold}, formed on the basis of the use of triangle 
membership functions, the fuzzy rule base includes 168 entries for different values of estimates. 
A fragment of the rules assessment for assessing incorrect classification risk is shown in the fig.5. 
The 3D surface of a fuzzy risk assessment model is shown in the fig.6. 



 
Figure 5: A fragment of the rules assessment for assessing incorrect classification risk 

 
Figure 6: The 3D surface of a fuzzy risk assessment model 

 



The analysis of the resulting fuzzy risk assessment model makes it possible to establish a greater 
degree of the output variable dependence on the noise values and the accuracy of eye recognition, 
as evidenced by the nature of transitions and recessions on the resulting three-dimensional surface.  

If the total level of hybrid model accuracy is higher than 0.9, which corresponds to a high 
degree of confidence in recognizing an unwanted subject based on his biometric data, the system 
can notify the security service and send an information request to the given email address. 

5. Conclusion 
Based on the analysis of the obtained results, it should be noted that the hybrid model using DNN 
is the most accurate, while the duration of using this model is significantly higher, compared to 
other methods (performed separately), which is caused by the specifics of the implementation and 
serialization of the model in the file form its loading and training. The obtained results confirm 
the effectiveness of HIS and the biometric recognition models implemented within it. The 
developed hybrid system can be flexibly supplemented with new functionality due to the 
modularity of its structure. The areas of its application can be the direction of biometric 
identification when accessing confidential information, informing about the unwanted subjects 
detection risks or for educational and demonstrative tasks.  

Further ways of developing the project include the addition of a large number of object 
identification algorithms, data cleaning and preprocessing, artifact removal and profiling methods 
for the purpose of research and comparison of the different objects configurations features work 
to recognize each other. 
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