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Abstract

This talk investigates an intelligent assistance (IA) approach to utilizing Large Language Models (LLMs) in the legal domain
by addressing the risks associated with unchecked artificial intelligence (AI) applications. We emphasize the importance of
understanding the distinctions between Al and IA, with the latter involving human-in-the-loop decision-making processes,
which can help mitigate risks and ensure responsible use of this rapidly developing technology.

Using ChatGPT and GPT-4 as a prime example, we demonstrate its dual role as both an Al and IA application, showcasing
its versatility in a variety of legal tasks. We look at recently reported explorations in particular in using very LLMs in
addressing tasks such as multiple-choice question answering, legal reasoning, case outcome prediction, and summarization.
We argue that to fully achieve "augmented intelligence," a reasoning and knowledge base component is required, allowing IA

systems to effectively support human users in decision-making processes.
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1. Introduction

This extended abstract presents a comprehensive critique
and analysis of the application of Large Language Models
(LLMs), with a focus on GPT-4 and ChatGPT, within the
legal sector. The talk unpacks the concept of Intelligent
Assistance (IA), differentiating it from artificial intelli-
gence (Al), and underscores its value within the context
of human-in-the-loop decision-making, particularly in
the legal domain. By doing so, we delve into the signif-
icant benefits and potential pitfalls associated with the
unchecked use of these technological innovations in the
legal sector.

The presentation initially emphasizes the critical dis-
tinctions between Al and IA. While both possess their
strengths and unique features, IA is proposed as a more
ethically responsible and practical solution in the legal
sector due to its requirement for human involvement in
the decision-making process. The key argument lies in
the fact that IA, in contrast to pure Al has a better po-
tential to mitigate the risks associated with unsupervised
technological applications, enhancing overall responsible
use.

The talk uses the OpenAl-developed language models,
ChatGPT and GPT-4, to highlight the dual capabilities of
these models as both AI and IA applications. Through
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this demonstration, we seek to show how these mod-
els have been effectively deployed for a variety of tasks
within the legal domain, including multiple-choice ques-
tion answering, legal reasoning, case outcome prediction,
and summarization.

Nevertheless, the crux of this presentation argues that
the full realization of “augmented intelligence” necessi-
tates not just the computational prowess of LLMs, but
also a reasoning and knowledge base component. We
posit that IA systems should be designed to augment
rather than replace human users in decision-making pro-
cesses. This means that while LLMs can process and
generate human-like text based on vast amounts of data,
they should also be built to collaborate with human users,
enhance their decision-making capacities, and make their
work more efficient and effective.

Via this talk, we aim to stimulate further discourse on
the responsible and beneficial integration of LLMs in the
legal sector, reinforcing the need for more sophisticated
IA systems that can effectively balance the benefits of
advanced Al technology with the invaluable expertise of
legal professionals.

2. Alvs. 1A

Aland IA can be distinguished along the following dimen-
sions how the system would interact or be autonomous
from human activity:
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2.1. Decision Making

Al Artificial Intelligence makes decisions autonomously
based on algorithms and data it has been trained
on. An example of this would be AlphaGo, an Al
developed by Google DeepMind, that defeated the
South Korean professional Go player Lee Sedol,
one of the best players at Go. It did this without
any human input during the game, just based on
its previous training data [1].

IA In contrast, Intelligent Assistance supports human
users in their decision-making processes but does
not make the final decision itself. For instance,
IBM’s Watson for Oncology helps doctors in di-
agnosing cancer and suggesting treatment plans,
but the final decision is always made by the hu-
man doctor [2].

2.2. Error Correction and Learning

Al Al systems like the GPT-4 model learn from their
mistakes autonomously by adjusting their algo-
rithms based on the feedback from their output re-
sults, without any human intervention during pre-
training [3]. Even though reinforcement learning
with human feedback (RLHF) [4] relies heavily on
human feedback, humans cannot directly control
the behavior of the model when an error or an
unacceptable response occurs nor is the chatGPT
or GPT-4 correcting human errors or do these
models support the human learning process.

IA On the other hand, Intelligent Assistance systems
like Grammarly, a language-correction tool, aid
humans in spotting and correcting errors, facil-
itating a learning process that is heavily reliant
on human cognition [5].

2.3. Autonomy versus Collaboration

Al A seemingly prime example of an autonomous Al is
Tesla’s Autopilot feature, which can control the
car’s steering, acceleration, and braking within
its lane without human input, albeit under super-
vision for safety reasons [6].

IA Conversely, a collaborative robot (cobot) in a manu-
facturing line, like those developed by Universal
Robots, works alongside humans, assisting them
in tasks that require heavy lifting or precision,
but always under the control and supervision of
human operators [7].

2.4. Predictive Capabilities

Al Artificial Intelligence models like Google’s Deep-
Mind’s AlphaFold predict protein structures with
remarkable accuracy, a task that has remained un-
solved for decades. They do this by analyzing vast
amounts of data without any human intervention

[8].

IA On the other hand, Intelligent Assistance systems like
predictive text features in email clients (such as
Google’s Smart Compose) assist users in writing
emails by suggesting phrases but do not compose
entire emails autonomously [9]

These examples elucidate the key difference between Al
and IA: Al operates with relative autonomy, whereas IA
operates in conjunction with and under the supervision
of human users, enhancing their abilities rather than
replacing them.

3. Risks

While Large Language Models (LLMs) present consid-
erable potential when used in Al applications, it is im-
portant to acknowledge and address associated risks to
ensure responsible and ethical use. These risks can range
from reliability issues to ethical and legal concerns.

3.1. Reliability and Accuracy

LLMs, including an Al system like GPT-4, are trained
on vast amounts of data, and while they can generate
human-like text, they do not understand the content in
the same way humans do. This can lead to potential
errors or misinformation. For instance, if a legal Al sys-
tem misinterprets a statute or case law, it could provide
inaccurate advice or predictions [10].

3.2. Ethical and Bias Concerns

Since LLMs are trained on real-world data, they may
perpetuate existing biases present in the training data [11,
12]. If unchecked, these biases can influence the advice
or insights generated by the LLM, leading to potential
discrimination or unfair treatment in a legal context.

3.3. Accountability and Transparency

As LLMs become more complex, the reasoning behind
their outputs can become opaque, leading to a "black
box" problem [13]. This lack of transparency makes it
challenging to ascertain accountability if the Al system
leads to incorrect or harmful decisions, especially in high-
stakes legal settings.



3.4. Data Security and Privacy

LLMs used in legal Al applications will likely handle
sensitive data. Ensuring the security and privacy of this
data is crucial to protect client confidentiality and comply
with legal requirements such as GDPR [14]. The misuse
or breach of this data represents a significant risk.

3.5. Dependence on Technology

There’s a risk of over-reliance on Al systems, leading to
complacency and diminished critical thinking abilities
among users. Legal professionals must continue to apply
their expertise and judgment in conjunction with Al tools
[15].

Addressing these risks requires a combination of tech-
nical solutions (like refining training techniques and im-
proving transparency of Al decision-making processes),
regulatory measures, and fostering user awareness about
the strengths and limitations of LLM-based Al systems.

4. LLMs and Legal Interactive
Assistants

The application of LLMs in legal settings, while promis-
ing, comes with an inherent limitation: these models lack
an understanding of the semantic content they process.
Despite their ability to generate human-like text, they
do not grasp the implications or nuances of the content
they generate or analyze in the same way a human user
would [10].

In the context of the legal sector, where precision, un-
derstanding, and complex reasoning are paramount, this
limitation is critical. Legal professionals need to reason
about the law, apply it to specific cases, understand com-
plex interdependencies, and navigate ambiguities. These
tasks are not just about processing language, but about
reasoning and understanding the underlying principles
and consequences [16, 17].

To fully realize the potential of LLMs as IA in the legal
sector, there is a need for a reasoning and knowledge base
component that goes beyond mere language processing.
Such a component would enable the IA system to sup-
port human users effectively in complex decision-making
processes.

Existing LLMs, like GPT-4, are based on transformer
models that excel in solving standardized tests but lack
explicit reasoning capabilities. To fill this gap, we propose
integrating these LLMs with knowledge graphs or similar
structures that provide a contextual understanding of the
data [18]. This way, the LLM could not only process text
but also reason about it in a manner more aligned with
human cognition.
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