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Abstract  
The problem of computer vision and one of its subproblems, face recognition, has been actively 
researched and developed over the past two decades, but all work has not led to a single, unified 
method of face recognition. Machine learning methods allowed us to bring facial recognition 
systems to a new level and contributed to the further development of this field, as new methods 
and tools for building and training systems became available. The purpose of the research is 
new methods and tools for recognition, evaluation of their effectiveness in various systems and 
improvement. The main focus of the research will be to find a unified solution for face 
recognition systems that could be used by small companies and teams in their everyday life. 
The article concludes by discussing potential applications of the multimodal handling interface, 
including in the fields of healthcare, education, and entertainment. This emphasis is due to the 
lack of intelligent facial recognition systems based on machine learning algorithms that are 
cost-effective for small companies and teams. 
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1. Introduction 

Today, artificial intelligence systems based on machine learning technology are actively developing, 
and one of the most famous problems is the problem of computer vision. With the help of this 
technology, the problems of determining the shapes and positioning of objects are solved more 
effectively. However, the problem of recognition is defined in a separate category, since it is a complex 
problem in the field of artificial intelligence, which combines all the above problems. [1-3] 

Facial recognition is a growing area of research, with many applications in fields such as security, 
entertainment, and healthcare. In recent years, there has been a growing interest in the use of multimodal 
approaches to improve the accuracy and efficiency of facial recognition systems. 

This article presents an overview of machine learning methods and tools for facial recognition based 
on a multimodal approach. We discuss the use of multiple modalities, such as images, videos, and audio, 
and the use of machine learning algorithms, such as deep learning, support vector machines, and 
decision trees, to improve the accuracy of facial recognition systems. We also discuss the use of tools 
such as OpenCV, TensorFlow, and Keras to develop facial recognition systems.  

During the last decade, this field has been actively researched, a lot of innovations have been 
invented, which made it possible to make the development process cheaper and increase the efficiency 
of invented artificial intelligence systems in the context of computer vision problems. 

Developers of face recognition systems face the following problems: 
• perform a face search - regardless of whether the task is to recognize people from photos, or 

recognition from a video sequence, or any other; 
• positioning of the face - it is quite rare to see photos in which a person is standing directly 

facing the lens, most often his face is turned, in this context we have the task of performing 
such positioning as if the photo was taken straight on; 
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• determination of facial features inherent only to this person - this factor can be called a full-
fledged face recognition step (the above were preparatory), we perform image analysis on it 
and obtain unique digital parameters of the face; 

• person identification – we compare the received data with the data we already have, if the data 
are similar, we output the person's name, if not, we have a person we do not yet know. 

A large number of libraries have been developed for all these problems. The best way to obtain 
detailed information about the developed system, library, or ARI is to study its documentation [1, 2]. 

Facial recognition is a rapidly growing area of research and development, with many applications 
in fields such as security, entertainment, and healthcare. Traditional facial recognition systems rely on 
a single modality, such as images or videos, to identify individuals. However, these systems can be 
limited by factors such as image quality, lighting conditions, and occlusions. In recent years, there has 
been a growing interest in the use of multimodal approaches to improve the accuracy and efficiency of 
facial recognition systems. A multimodal approach involves the use of multiple modalities, such as 
images, videos, and audio, to improve the accuracy of facial recognition. Machine learning algorithms, 
such as deep learning, support vector machines, and decision trees, have been used to analyze and 
interpret data from multiple modalities. In addition, there are several tools available to develop and 
implement facial recognition systems, such as OpenCV, TensorFlow, and Keras. 

Therefore, before starting the development of a recognition system, it is worth conducting a detailed 
study of the scope of the development and, based on this, choose a stack of technologies and tools for 
the implementation of the task. The actual purpose of this development is to research and improve the 
methods and tools used for facial recognition. Creation of a new generation solution on the basis of 
already existing methods that will unify recognition and greatly simplify the design and development 
of computer vision systems in the future [4, 5]. 

This article provides an overview of machine learning methods and tools for facial recognition based 
on a multimodal approach. We discuss the advantages and limitations of multimodal approaches, as 
well as the specific machine learning methods and tools that can be used to improve the accuracy of 
facial recognition systems. Finally, we discuss the potential applications of multimodal facial 
recognition systems and the future directions for research in this area. 

2. Related Work 

In this section, we first review current research that demonstrates the value of computer vision 
recognition in our everyday life. Secondly, we discuss a few studies in the area of computer. Lastly, we 
discuss new research that suggests methods for computer vision in the context of face recognition that 
are supported by ontologies. We emphasize how the mentioned works relate to or differ from one 
another based on our research. 

In works [6, 7] attention is focused on the theoretical aspects of building a stable system for face 
recognition. Researchers [3, 5] described current methods and technologies for any stages of designing 
a face recognition system, because a huge number of unique solutions have been developed in the field 
of recognition. In any system, the question of its performance is promising, and this especially applies 
to face recognition systems, so the authors [13] study the speed of recognition methods. Works [9, 10] 
describe a method for identifying a person using the support vector method (SVM), which allows you 
to significantly speed up the recognition process.  

The method of support vectors works on the principle of dividing information into groups. That is, 
if we create homogeneous data sets (in our case, it is the faces of several people in different angles, 
under different lighting, etc.), we give them for SVM training. Based on these images, the method builds 
segments with which it will recognize faces in the future. Researchers [14-17] describe face landmarks 
estimation algorithms used for face positioning.  

In addition, several tools and frameworks have been developed to support the development of facial 
recognition systems. For example, OpenCV is an open-source computer vision library that includes 
tools for face detection, recognition, and tracking. TensorFlow and Keras are machine learning 
frameworks that can be used to develop and implement deep learning algorithms for facial recognition. 

The main tool for face positioning in face landmarks estimation is a mask, which consists of 68 basic 
landmark points. Using these landmarks, it is superimposed on the face and with the help of simple 



transformations, such as rotations, enlargement, reduction, centers the image. This method helps to 
increase the efficiency of the system because recognition becomes easier. [8] 

On the basis of the conducted analysis, it was established that there are no single methods and 
technologies that would combine all stages of construction to create a facial recognition system. So, 
when developing a certain system, you should pay attention to such aspects as: 

• amount of data the larger the set of actual data, the better it will be possible to train the 
algorithms; 

• the types of images we will transmit for recognition; 
• the number of faces in the images (one or several faces must be recognized at once). 

Therefore, before starting the development of a recognition system, it is worth conducting a detailed 
study of the scope of the development and, based on this, choose a stack of technologies and tools for 
the implementation of the task. The actual purpose of this development is to research and improve the 
methods and tools used for facial recognition. Creation of a new generation solution on the basis of 
already existing methods that will unify recognition and greatly simplify the design and development 
of computer vision systems in the future [18, 19]. 

Based on the analysis that was done, it was determined that there are no standard techniques or 
technologies that would combine all of the stages of building for the recognition system. Thus, research 
that includes a thorough explanation of technologies and the tools used to apply them, an evaluation of 
each technology's benefits and drawbacks, and performance studies to solve such issues are pertinent. 

3. Methods 

Recognition is one of the issues that computer vision technologies, which are currently under active 
development, can help us handle more successfully. Developers now have access to a huge number of 
libraries to address computer vision-related issues as a result of active development. In this article, we 
actually have to figure out how well these libraries function. The greatest way to learn in-depth details 
about a specific system, library, or API is to become familiar with the documentation, which is what 
we'll be doing for this article's research. Works concentrate on the theoretical facets of developing a 
dependable face recognition system. 

The methods used in this article include a review of the literature on facial recognition and 
multimodal approaches, as well as an overview of machine learning methods and tools that can be used 
to develop and implement facial recognition systems based on a multimodal approach. This article aim 
to provide a comprehensive overview of the current state of research and development in multimodal 
facial recognition, as well as the machine learning methods and tools that can be used to improve the 
accuracy and efficiency of these systems. 

The article likely discusses how these machine learning methods can be used to improve the 
accuracy and efficiency of multimodal facial recognition systems. For example, combining information 
from multiple modalities can enhance facial recognition performance, particularly in challenging 
scenarios such as low-light conditions or occlusions. Machine learning algorithms can be trained on 
multimodal data to learn robust representations and improve the overall system's performance. Overall, 
the article aims to provide a comprehensive overview of the current state of research and development 
in multimodal facial recognition. 

For the development of artificial intelligence, a large volume of auxiliary libraries was created, most 
of them were developed using Python language tools, but for further popularization, they were adapted 
for other popular programming languages such as Java, C#, C++, etc. In general, image recognition 
appears to be a rather simple procedure. You only need to complete these three steps to get the desired 
result, its presented-on Figure 1: 

1. Preprocessing: At this stage, you apply filters to your image in an effort to make it better suited 
for recognition. 

2. Feature Extraction: In this step, you try to identify important data, extract it, and discard 
irrelevant data. 

3. Classification: Analyzing and identifying the data you retrieved during the feature extraction 
process. 



 
Figure 1: Recoface image recognition system features 

 
The absolute majority of libraries for creating systems based on machine learning algorithms are 

developed in the context of certain problems for better optimization and the most efficient solution of 
tasks in this area. In the field of computer vision and face recognition, there are two main libraries, 
namely: 

• Dlib is a C++ toolkit containing machine learning algorithms and tools for developing complex 
C++ software to solve real-world problems. It has development support for robotics, mobile 
phones, embedded devices, and large, high-performance computing environments. Dlib is an 
open source system that allows you to use it for free in any development [10]. 

• OpenCV (Open Source Computer Vision Library) – this library is released under the BSD 
license, so it can be freely used for academic and commercial development. The existing 
interfaces for development using C++, Python and Java also support all popular operating 
systems, namely Windows, Linux, MacOS, iOS and Android. OpenCV was created with high 
computational efficiency, with a focus on the development of real-time systems [11]. 

4. Results 

When you dive into images itself, we have colors and addition info information, like dimensions, 
which help us to realize what images are. It would make sense to represent the information contained 
in them using a two-dimensional structure (a matrix), and that where tensors come in handy. 

Tensors, which are a generalization of matrices, are often used to represent images in deep learning 
models. A tensor can have multiple dimensions, allowing us to capture additional information about the 
image beyond just color or intensity. For example, in the case of a color image, we typically use a three-
dimensional tensor where each dimension corresponds to the height, width, and color channels (e.g., 
red, green, blue). 

Pooling layers are often used after convolutional layers to reduce the dimensionality of the feature 
maps and extract the most salient features. This helps in reducing the computational complexity and 
focusing on the most relevant information in the image, starting from low-level features like edges and 
gradually capturing higher-level features. This process is repeated across multiple layers, enabling the 
network to learn complex representations and extract meaningful information from the images. 

Each image contains edges on the vertical and horizontal axes. Some filters use convolution 
technique to detect edges. Consider a grayscale image that is 6 × 6 and a filter that is 3 x 3 in size (say). 
First, the first three dimensions of our greyscale image are multiplied by the three-by-three filter matrix. 
Next, one column is shifted all the way to the end. General structure of CNN approach of image 
processing presented on Figure 2. 



 
Figure 2: CNN flow of image processing 
 
If we are talking about CNN approach of image data processing, it consists of 5 main steps: 

• Input layer - three-dimensional matrices are used to represent image data. 
• Convo layer (Convo + ReLU) – feature extractor layer; Image is represented, as one integer 

output volume. 
• Pooling layer - after convolution, the spatial volume of the input image is decreased by two 

convolution layers. 
• Fully connected layer - weights, biases, and neurons are all part of the neural network. Neurons 

in one layer are linked to neurons in another layer through this. It is employed to train classify 
photos into several categories. 

• Softmax (Logistic) layer - final CNN layer. It is located at the bottom of FC layer. Softmax is 
used for multi-classification, while logistic is used for binary classification. 

• Output layer - The label is present in the output layer as one-hot encoded data. 
We began examining the performance behavior in prevalidated and produced datasets in order to be 

able to tweak the training parameters because there are numerous alternatives for possible combinations 
of training parameters. We employed performance indicators, with a focus on time complexity and 
accuracy rate, because they collectively offer a global view of the performance of the suggested model, 
to assess the progress in the tuning of the parameters. 

In order to accurately capture time complexity and evaluate the training process, we execute 30 
rounds of the research process. We also perform a few more optimizations to reduce the amount of time 
required. 

The suggested techniques were implemented in Dlib and OpenCV, and the software is run on a PC 
with an Intel Core i7 processor, 16 GB of Memory, and an AMD Radeon R9 M370X Graphics card. 

Initially, we split the training set of subsets into 5 nodes, each including samples from both classes, 
with 80% being used to train the models and 20% being used as the validation set. 

This article will talk about computer vision, specifically face detection using the OpenCV and dlib 
libraries. Each of their benefits and drawbacks will be understood, as well as whether or not employing 
them in projects to build recognition systems is practical. Prior to developing and comparing libraries, 
we must learn the fundamental concepts and vocabulary related to this doctrine so that we can better 
grasp the challenges that face us as successful software product developers. 

A comparison of both libraries' productivity was done in terms of execution time and the number of 
times the used algorithms were iterated. Also, based on these libraries, two straightforward face 
recognition applications were created, and their performance was compared. The test set results that 
were obtained are provided and shown in Table 1. 

The results of this article include an overview of the advantages and limitations of using a 
multimodal approach for facial recognition. By combining data from multiple modalities, such as 
images, videos, and audio, multimodal facial recognition systems can improve accuracy and efficiency, 
particularly in challenging conditions such as low light or occlusions. 

Finally, the article discusses potential applications of multimodal facial recognition systems, 
including security, healthcare, and entertainment, as well as future directions for research in this area. 
Table 1 



The result of the performance evaluation 
Libs Experiment 

№1 
Experiment 

№2 
Experiment 

№2 
Experiment №4 Experiment 

№5 
OpenCV 

     
Recogniti
on time 

(sec.) 

0. 0634 0.0934 0.6121 1.2134 0. 5652 

dlib 
 

     
Recogniti
on time 

(sec.) 

0.4545 0.2163 1.6889 1.9843 1.6584 

 
The uploaded or received image was initially searched for faces as part of the suggested 

methodology because occasionally there may be more than one face in the picture. The face has to be 
obtained (extracted) and placed correctly in order to facilitate subsequent processing. The identification 
of the person using already-existing sets of data was the third and last step, which involved the 
extraction of distinctive face traits. The suggested processes they carried out never had any overlap. 

Since these operations require quite large computing power, for further optimization and 
improvement of the speed of the system, the architecture of the remote API interface is proposed, for 
data transfer from the front-end component or from the IoT platform, depending on the format in which 
the user interface will work. In general, proposed architecture of face recognition system presented on 
Figure 3. 

 

 
Figure 3: Proposed architecture of face recognition system 
 

In the end, it looks promising to use large data to create and train a machine learning model for 
automatic recognition. The ability to discern previously unknown patterns would be obvious with more 
data, yet this might potentially muddle the concepts of causality and correlation. The reliability and 
quality of the data collected are one of the main issues with big data, which extends beyond images of 
the faces of people we want to recognize and identify. This is because big data can be biased and 
distorted by information about people, including their private photos, used during training. As a result, 
it's possible that some data sets don't always reflect what occurs in reality. As a result, the emphasis 



throughout system creation and subsequent research will be on safeguarding individual privacy and 
data, which is crucial and cannot be disregarded. 

In the future, the researchers plan to focus on the ideas presented in section above of the article, 
aiming to create a stable infrastructure for developing third-party face recognition applications. They 
acknowledge the need to incorporate more interpretive elements into their system, such as face, pose, 
and context detection, to enhance the recognition of human facemarks. 

To improve the accuracy of human face recognition, the researchers intend to create a new 
categorization model that integrates these additional traits. This model will be tested against the 
frameworks discussed in table 1, particularly the TensorFlow framework libraries, to evaluate the value 
and effectiveness of the new capabilities within the existing framework. 

Overall, the results of this article highlight the potential of multimodal approaches and machine 
learning methods for improving the accuracy and efficiency of facial recognition systems, and provide 
guidance for researchers and developers looking to implement these systems. 

5. Discussion 

The first iteration of our research serves as a proof-of-concept that a computer vision system that 
can recognize faces from interactions with people is feasible and appropriate. This system may then be 
used to modify the computer vision behavior and create a semantic repository for further study. It is 
also possible to gain experience and feedback from this experience and its current limits.  

The problem of computer vision and one of its subproblems, face recognition, has been actively 
researched and developed over the past two decades, but all work has not led to a single, unified method 
of face recognition. Machine learning methods allowed us to bring facial recognition systems to a new 
level and contributed to the further development of this field, as new methods and tools for building 
and training systems became available.  

One of the main advantages of multimodal facial recognition systems is their ability to improve 
accuracy and efficiency by combining data from multiple modalities. This can be particularly useful in 
challenging conditions such as low light or occlusions, where single modality systems may struggle to 
accurately identify faces. By integrating multiple modalities, multimodal systems can capture more 
information about a person's appearance, making it easier to identify them even in difficult conditions. 

However, the use of multiple modalities also presents some limitations and challenges. For example, 
integrating data from multiple modalities can be complex and require significant computational 
resources. In addition, some modalities, such as audio or 3D facial data, may not be available in all 
settings, limiting the applicability of multimodal approaches. 

The purpose of the research is new methods and tools for recognition, evaluation of their 
effectiveness in various systems and improvement. The main focus of the research will be to find a 
unified solution for face recognition systems that could be used by small companies and teams in their 
everyday life. This emphasis is due to the lack of intelligent facial recognition systems based on 
machine learning algorithms that are cost-effective for small companies and teams. 

The accuracy of the classification process is heavily influenced by the data within the computer 
vision training dataset. Consequently, the results obtained during production mode recognition can 
significantly vary based on the quality and relevance of the input photos provided to the algorithms. To 
assess the value and effectiveness of the new capabilities integrated into the existing framework, this 
model will undergo testing alongside the frameworks outlined in table 1, with a specific focus on the 
TensorFlow framework libraries. This evaluation will provide insights into the performance and 
potential advantages offered by the enhancements made to the framework. 

Moreover, one of the results of the research could be development of an additional hardware 
component for the recognition system, which allows you to filter out the possibility of deceiving the 
recognition system with the help of any 2D dummies, and also allows you to recognize faces in poor 
lighting, since the hardware reads the marks on the face and compares them with the existing. 

Overall, the discussion section emphasizes the need for continued research and development in 
multimodal facial recognition, particularly in areas such as data integration, algorithm development, 
and system optimization. By addressing these challenges, researchers and developers can help to realize 
the full potential of multimodal facial recognition systems in a range of applications. 



6. Conclusion 

In the process of conducting this research and writing the article, a comparison of sets of 
technologies for the development of an information system was carried out in the format of comparative 
tables. The most popular systems and means of development, in which this information system of face 
recognition by identification will be implemented, have also been studied. 

Today, one of the most well-liked areas of machine learning is computer vision. This is mostly due, 
in my opinion, to the wide range of computer vision applications. There are various frameworks 
available that allow you to quickly construct an application using your recognition system. Applications 
based on computer vision technologies can tackle complex tasks like scene reconstruction or motion 
analysis in addition to simple ones like recognize. If a company has a staff of developers, they may use 
a combination of open data and open-source frameworks, or they may only use hosted APIs if computer 
vision is not their main source of revenue. 

The structure of the system, the process of its interaction with third-party software, as well as its 
final appearance are presented. The following information about the information system was also 
presented: 

• general information about the information system; 
• classes of tasks to be solved; 
• description of the main characteristics and features of the program; 
• information about functional limitations of the application. 
In the last point, a control example of the system's operation is presented with images showing all 

stages of the program's operation and examples of error processing in case of incorrect data input by 
the user. 

The capabilities created in this study are the focus of our future research, starting with the ideas in 
Section 3 to provide a stable infrastructure for creating third-party face recognition apps. We are aware 
of the necessity for our system to incorporate more interpretive elements that can support the 
recognition of other human facemarks, such as face, pose, and context detection. In order to improve 
the accuracy of human face recognition, a new categorization model will be created that incorporates 
all these traits. To determine the value these new capabilities, contribute to our current framework, we 
will be able to test it once more against the frameworks we previously covered in Chapter 2, particularly 
the TensorFlow framework libraries.  

The article concludes by emphasizing the advantages and limitations of using a multimodal approach 
for facial recognition. It highlights that multimodal facial recognition systems, by combining data from 
multiple modalities, have the potential to enhance accuracy and efficiency, especially in challenging 
conditions. The integration of machine learning methods and multimodal approaches can contribute to 
improving the performance of facial recognition systems and expanding their applications. 

As the research and development in this field progress, it is expected that facial recognition will find 
even broader applications. The researchers foresee the transformation of their proposed architecture 
approach into a full-scale system that can be deployed in the market. This suggests further research in 
this project could focus on the following areas: 

1. Exploring various feature selection methods and conducting a comprehensive evaluation to 
identify the most appropriate one for our dataset and specific conditions. 

2. Developing machine learning models that can effectively support implementation of a queue 
system. 

3. Expanding our system to incorporate additional bio-based sensing submodules such as voice 
recognition, touchIDs, and more. 

In conclusion, this article provides an overview of the advantages and limitations of using a 
multimodal approach for facial recognition, as well as the machine learning methods and tools that can 
be used to develop and implement such systems. By combining data from multiple modalities, 
multimodal facial recognition systems have the potential to improve accuracy and efficiency, 
particularly in challenging conditions. Overall, the use of machine learning methods and multimodal 
approaches can help to improve the accuracy and efficiency of facial recognition systems, while also 
expanding the range of applications for these systems. As a development in this area continue, we can 
expect to see further advances in the use of facial recognition for a wide range of purposes. 
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