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Abstract  
The article investigates the solution of the forecasting problem using the combination of 

basic forecasting models for machine learning tasks. Methods of combining forecasts have 

been studied. Simple mean, weighted averaging, and regression combining methods were 

considered. The conditions and features of using each method to improve forecast accuracy 

are defined. A methodology for building combined forecasts based on methods of combining 

forecast estimates has been developed. The methodology consists of the following stages: 

analysis and preliminary processing of the data set; division of prepared data into training and 

test samples; modeling and forecasting based on basic models; formation of weight 

coefficients of combined forecasts based on evaluations of the effectiveness of basic models; 

unit for combining and evaluating forecasts. The architecture of the forecasting information 

system based on time series models has been developed. The efficiency of building combined 

forecasts for solving machine learning tasks has been studied. Methods of combining 

forecasts were studied on data sets that characterize changes in the dynamics of share prices 

of three companies.  
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1. Introduction 

Recently, machine learning technologies have taken a leading position in the market of intelligent 

solutions. One of the main tasks solved by machine learning technologies is forecasting. Improving 

the quality of predictive solutions is achieved by various methods and approaches. One approach is to 

use a combination of forecasts. Combinations of forecasts have become widespread in recent years 

and have become part of the main direction of research on improving the quality of forecast solutions. 

Combining and combining several predictions obtained on the basis of a single data set is now widely 

used to improve accuracy by integrating information obtained from different sources. This reduces the 

risk of determining one "best" forecast. Combination schemes have evolved from the historically first, 

simple, evaluation-free combination methods to complex methods involving time-varying weights, 

nonlinear combinations, correlations between components, and cross-training. They include a 

combination of point forecasts and a combination of probabilistic forecasts. 

It is known that combining several forecasts obtained using different forecasting methods is often 

a better approach than identifying a single "best forecast". For time series, forecasts will be generated 

by a process determined by a specific functional form, due to the possibility of changing trends over 
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time, seasonal components, structural shifts and the complexity of real data generation processes 

[1,2]. The choice of one best predictive model to approximate an unknown, in most cases, nonlinear, 

non-stationary process of data generation may be associated with three types of uncertainty: data 

uncertainty, parameter uncertainty, and model uncertainty [3,4]. Given these challenges, it is often 

better to combine multiple predictions to account for multiple components of the actual data 

generation process and to reduce uncertainty about model form and parameter specification. 

Combinations of forecasts are currently effectively used in various fields, such as Internet trade [5], 

economics [6], epidemiology [7], medicine [8] etc. There are different types of forecast combinations: 

linear and non-linear, with constant or time-varying parameters, and those that ignore or take into 

account correlations between individual forecasts. Despite a diverse set of schemes for combining 

forecasts, an unambiguously better way of combining has not been found [9-12]. And a simple 

averaging method often dominates complex weighting schemes that should be better. Therefore, three 

basic methods of combining forecast estimates are often used: based on simple average, weighted 

averaging, and regression. 

Problem statement. The article is aimed at solving the following tasks: research on methods of 

combining forecasts; development of a methodology for building combined forecasts based on 

methods of combining forecast estimates; development of the architecture of the forecasting 

information system based on time series models and research on the effectiveness of building 

combined forecasts for solving machine learning tasks. 

2. Materials and methods 

This section reviews the methodology for constructing combined forecasts based on time series 

models. Methods of combining estimates of forecasts are studied. An example of the use of the 

developed methodology is offered and the effectiveness of combining forecasts is analyzed by 

comparing performance estimates. 

2.1. Methods of combining estimates of forecasts  

Methods of combining forecast estimates for solving machine learning tasks are built on the basis 

of simple averaging of forecasts, weighted combination of forecasts and regression, presented in 

Table 1 [13]. 

 
Table 1 
Methods of combining estimates of forecasts  

Methods of combining 
estimates of forecasts 

Mathematical representation 

Simple averaging 
�̂�𝑖

𝑐 = ∑ �̂�𝑛𝑖/𝑁

𝑁

𝑛=1

 

Weighted averaging 
�̂�𝑖

𝑐 = ∑ 𝑤𝑛�̂�𝑛𝑖, ∑ 𝑤𝑛 = 1

𝑁

𝑛=1

 

𝑁

𝑛=1

 

Regression 
�̂�𝑖

𝑐 = 𝛼 + ∑ 𝛽𝑛𝑖�̂�𝑛𝑖

𝑁

𝑛=1

 

 

Averaging forecasts. For N forecasting methods, the combined forecast by the simple averaging 

method is determined by the following expression: 

                                                �̂�𝑖
𝑐 =

�̂�1𝑖 + �̂�2𝑖 + ⋯ + �̂�𝑁𝑖

𝑁
,                                    

where �̂�𝑖
𝑐 is a combined forecast; �̂�1𝑖, �̂�2𝑖, … , �̂�𝑁𝑖 - forecasts obtained by various methods of machine 

learning. 



The simple averaging method has the following application advantages: 

 the weights of forecasts obtained by different methods are equal and cannot be evaluated;  

 simple averaging significantly reduces variance and error by averaging the error of 

individual forecasts;  

 the use of simple averaging when it is necessary to take into account the uncertainty of the 

weight estimate. 

The average performance of simple averaging depends on model volatility and the variance ratio 

of forecast errors associated with different forecasting models [14,15]. 

If for two forecasting methods (N=2) there are forecast values �̂�1𝑖, �̂�2𝑖for the actual value 𝑦𝑖, then 

the combined forecast by the averaging method is determined: 

                                    �̂�𝑖
𝑐 =

�̂�1𝑖 + �̂�2𝑖

2
.                               

Assuming that the individual forecasts are unbiased (which the forecasting method must ensure), 

then the combined forecast will also be unbiased. The error of the combined forecast is defined as the 

average error of individual estimates: 

                                                𝑒𝑖
𝑐 = 𝑦𝑖 − �̂�𝑖

𝑐 = 𝑦𝑖 −
�̂�1𝑖 + �̂�2𝑖

2
=

𝑒1𝑖 + 𝑒2𝑖

2
,                                    

 

where 𝑒𝑗𝑖 = 𝑦𝑖 − �̂�𝑗𝑖, and 𝐸[𝑒𝑗𝑖] = 0 and 𝑉𝑎𝑟[𝑒𝑗𝑖] = 𝑗
2, for j=1,2. 

The error variance of the combined forecast is calculated: 

  𝑉𝑎𝑟[𝑒𝑖
𝑐] = 𝑉𝑎𝑟 [

𝑒1𝑖 + 𝑒2𝑖

2
] = 𝐸 [

𝑒1𝑖 + 𝑒2𝑖

2
]

2

=
1

4
𝐸[𝑒1𝑖

2 + 2𝑒1𝑖𝑒2𝑖 + 𝑒2𝑖
2 ] = 

   =
1

4
{𝐸[𝑒1𝑖

2 ] + 2𝐸[𝑒1𝑖𝑒2𝑖] + 𝐸[𝑒2𝑖
2 ]} =   

           =
1

4
{1

2 + 2
𝐸[𝑒1𝑖𝑒2𝑖]

12
∙ 12 + 2

2} =
1

2 + 2𝜌12 + 2
2

4
.           

 

Thus, the variance of the forecast in the case of combining two separate forecasts is calculated by 

the expression: 

                                                𝜎с
2 =

1
2 + 2

2 + 2𝜌12

4
,                                      (1) 

 

where 𝜌 is the correlation coefficient between forecast errors. In the case when the forecast estimation 

errors are independent, i.e., 𝜌 = 0, then formula (1) is simplified: 

                                                           𝜎с
2 =

1
2 + 2

2

4
.                                                 (2) 

Assume that the variances of the two individual forecasts are independent, then the variance of the 

combined error will be significantly less than either of the two variances. For example, let 1
2 = 2

2 =
144, then 

                                          𝜎с
2 =

144 + 144

4
= 72.                            

 

But even if there is a fairly high correlation between forecasting errors, the variance of the 

combined forecast error will be smaller than the variance of each method separately. For example, let 

1
2 = 2

2 = 144 and  𝜌 = 0,8, then 

  𝜎с
2 =

1
2 + 2

2 + 2𝜌12

4
=

144 + 144 + 2 ∙ 0,8 ∙ 12 ∙ 12

4
= 129,6. 

 

Even in this situation, a decrease in the variance of the forecast error is observed after averaging 

the estimates obtained by the two methods. The situation changes in the case when the variances of 

individual errors differ greatly. For example, let 1
2 = 144,2

2 = 16 and 𝜌 = 0,8, then 

  𝜎с
2 =

1
2 + 2

2 + 2𝜌12

4
=

144 + 16 + 2 ∙ 0,8 ∙ 12 ∙ 4

4
= 59,2. 



 

If the error variances are very different from each other and the possibility of a high correlation 

between the prediction errors cannot be ruled out, then simply averaging the results will not improve 

the prediction accuracy. Thus, simple averaging can be effectively applied in cases where the 

variances of individual forecasting errors are approximately equal or do not differ greatly in their 

values. 

Weighted combination of forecasts. If there is no information regarding the characteristics of 

individual forecast assessments, then individual forecasts are assigned different weighting factors 

based on subjective or expert judgments. For two forecasting methods, the combined forecast is 

calculated using the expression: 

                                                           �̂�𝑖
𝑐 = 𝑤1�̂�1𝑖 + 𝑤2�̂�2𝑖,                                                 (3) 

 

where 𝑤1, 𝑤2 are weighting factors. Obviously, larger values of the weighting coefficients are 

assigned to those individual forecasts that have a smaller variance of errors. At the same time, for the 

correctness of the calculations, the following condition must be fulfilled: 𝑤1 + 𝑤2 = 1. Then 

expression (3) changes: 

                                    �̂�𝑖
𝑐 = (1 − 𝑤)�̂�1𝑖 + 𝑤�̂�2𝑖.                               

The determination of forecast errors for specific models and processes occurs at the stages of 

machine learning. Or they are determined on the training sample. This makes it possible to objectively 

approach the problem of choosing weighting factors. Since models that give mesh sums of squared 

errors of forecasts generate better forecasts, it is necessary to take this measure as a basis for 

determining weighting factors. 

The sum of squares of forecasting errors (for a historical forecast) has the form: 𝑠𝑒𝑒 = ∑ 𝑒𝑖
2𝑁

𝑖 . 

Then the expressions for the weighting coefficients of individual forecasts are: 

                                          𝑤1 =
𝑠𝑒𝑒1

−1

𝑠𝑒𝑒1
−1 + 𝑠𝑒𝑒2

−1 ,   𝑤2 =
𝑠𝑒𝑒2

−1

𝑠𝑒𝑒1
−1 + 𝑠𝑒𝑒2

−1,                             

 

where 𝑠𝑒𝑒1, 𝑠𝑒𝑒2 −   sums of squared errors for each of the methods used. 

Let the sums of squared errors for the two forecasting methods be equal 𝑠𝑒𝑒1 = 144,  𝑠𝑒𝑒2 = 16, 
then the forecast weights are: 

                                          𝑤1 =
144−1

144−1 + 16−1
=

0.0069

0.0069 + 0.0625
= 0.0994,                             

                                          𝑤2 =
16−1

144−1 + 16−1
=

0.0625

0.0069 + 0.0625
= 0.9006.                             

 

Thus, a greater weighting factor was assigned to a more accurate estimate of the forecast. At the 

same time, the condition ∑ 𝑤𝑖 = 1 is fulfilled, which is necessary to achieve the correct application of 

the method. 

The regression method is a generalization of the variance-covariance method. It can be considered 

as an estimation of the parameters of a regression equation of the kind 

                                    �̂�𝑖
𝑐 = 𝛼 + ∑ 𝛽𝑛𝑖�̂�𝑛𝑖

𝑁

𝑛=1

.                               

The combined forecast when using the regression method is a linear combination of N forecasts. 

Coefficients 𝛼, 𝛽𝑛𝑖  are estimated by the method of least squares. If all forecasts are unbiased, then the 

coefficient α can be neglected. In this case, the values of the coefficients will converge with the 

estimates of the weight coefficients 𝑤𝑖 from the previous method. 

Thus, it is possible to draw a general conclusion that when forecasting processes of an arbitrary 

nature, it is necessary to apply both separate methods and a combination of forecast estimates 

calculated using different methods. At the same time, the weighting coefficients for individual 

assessments can be obtained in various ways, which also contributes to the search for a better option 

for forecasting. It is obvious that such approaches to forecasting are better implemented in appropriate 

information systems with automation of data processing functions, evaluation of structures and 

parameters of models and forecasts based on them. 



2.2. Methodology of construction of combined forecasts  

Based on the study of methods of combining forecasts, a methodology was developed, the 

structural diagram of which is presented in Figure 1. 

 
Figure 1: Structural scheme of the methodology for building combined forecasts based on time 
series 

 

The structural diagram shows the methodology for building combined forecasts. The first stage of 

the methodology is the process of analysis and preliminary processing of the data set. At this stage, 

procedures are implemented: detection and processing of gaps in the data set, detection of anomalies, 

checking for the presence of nonlinearity, non-stationarity and their consideration, filtering and 

smoothing of data, etc. After this stage, the primary data set is fully prepared for the modeling 

process. At the second stage, the data set is divided into two parts: training and test. The next stage is 

modeling and forecasting based on basic models. Base models are built on the basis of selected 

methods. They are checked for adequacy using quality metrics, the values of which are transferred to 

the model evaluation results block. Preliminary forecasts are formed from the basic models. 

Assessments of the quality of models are the basis for the formation of weighting factors when 

combining forecasts. The final stage of the methodology is the stage of combining, at which the 

method of combining is determined and its effectiveness is determined. If an improvement in forecast 

accuracy is not found, it is necessary to return to the stage of forming basic models, or to change their 

number and type of combination. Such a structural scheme fully corresponds to the process of 

building combined forecasts for time series based on simple averaging of forecasts, weighted 

combination of forecasts and regression. 

2.3. Implementation of combined forecasts  

The proposed method. It was implemented as part of the forecasting information system. The 

architecture of the system is presented in fig. 2. The system consists of the following functional 

blocks: interface, data storage, data analysis and pre-preparation block, data set separation block for 

training and test, base model building block based on forecasting methods, combined forecast 

building block. 

The building block of basic models contains components for assessing the quality of predictive 

models, which includes the coefficient of determination (R2), the Durbin-Watson criterion (DW), the 

Akaike information criterion (AIC), and the Bayesian information criterion (BIC). The combined 

forecast building block contains an evaluation procedure based on forecast quality metrics, which 

includes mean error (ME), root mean square error (RMSE), mean absolute error (MAE), mean 

percent error (MPE), mean absolute percent error (MAPE ), mean absolute scaled error (MASE), root 

mean square scaled error (RMSSE), autocorrelation of errors at lag 1 (ACF1). 



As an example of the application of the techniques of combining time series forecasts, the task of 

forecasting the share prices of three companies: Amazon, Facebook and Google are considered. The 

"shares" data set is loaded into the information storage system, which contains information about the 

value of companies at the time of closing of trades in the period from January 1, 2016 to May 26, 

2019. These data were collected from the website https://finance.yahoo.com /. 

 

 
Figure 2: Architecture of forecasting information system based on time series models 
 

After loading in the analysis block and preliminary preparation of the data, an analysis of the 

structure and types of data was first carried out, processing of missing values was performed. The data 

is characterized by irregular registration of observations, which leads to a large number of missing 

values and masking of possible seasonal fluctuations. This makes the task of forecasting quite 

difficult. A detailed analysis of gaps showed that their number in each data set is more than 30% with 

an average length of 2 consecutive gaps. To restore gaps in the time series, Kalman smoothing was 

used [16-19]. The gaps are filled without emissions, which is visualized in Figure 3. 

Graphs (Fig. 3) of changes in the dynamics of share prices of three companies demonstrate the 

similarity of processes, which makes it possible to use the same types of forecast models. As a result 

of using a set of statistical tests (ADF, KPSS, PP), a conclusion was made about the non-stationarity 

of processes, which is reflected by the set of observed values of time series. The lack of stationarity of 

the process is also confirmed by the nature of the values of the sample autocorrelation functions ACF 

and PACF. Checking for non-linearity using a set of tests (terasvirta.test, white.test, Keenan.test, 

McLeod.Li.test, Tsay.test, tlrt) revealed the presence of non-linearity. 



An important condition for building reliable forecast models is a good understanding of the 

structure of time series. Decomposition of series using the STL method [20] made it possible to 

determine the main principles of modeling. First of all, it is necessary to take into account the 

dominant role of trend components present in the data, which represent non-linear and non-stationary 

behavior. There are also patterns that reflect the seasonal behavior of the data to be displayed in the 

models. However, their influence is insignificant. This confirms that the processes under investigation 

belong to the class of non-linear and non-stationary. For correct use in the process of modeling 

various types of models, the data in the sets were transformed using the Box-Cox transformation, 

differentiation, and normalized. 

 
Figure 3: Stock price data for three companies after missing values are restored  

 

In the data set partitioning block, before starting the process of building predictive models for 

each of the time series, the initial sets were divided into two parts: training and test samples. The last 

10 observations were left as test samples, corresponding to a forecast horizon of 10 days for short-

term forecasting. 

ARIMA statistical models, models built on the basis of the method of fitting additive regression 

models (GAM) and forward propagation artificial neural networks (NNAR) are used as basic 

predictive models in the modeling block. These methods were chosen because of their ability to 

recognize complex patterns in time series. 

ARIMA models are the result of a combination of three components: autoregressive (AR), 

integration (I), and moving average (MA). The Box-Jenkins algorithm [21,22] helps in choosing the 

best model based on the graphs of the autocorrelation function and the partial autocorrelation 

function. However, identifying the best model requires experience because a single data series may 

represent different models. However, compared to others, this methodology still differs in ease of use 

and especially in the accuracy of the models. Alternative ARIMA models were selected automatically 

and by manual selection. Automatic selection was based on the following methods: full search, quick 

search, search with smoothing of the input data set. Table 2 shows a comparison of ARIMA models 

by quality metrics for the Amazon time series. 

Table 2 
Comparison of ARIMA models on quality metrics for the Amazon time series 

Model Model structure 
(p, d, q) (P, D, Q) 

AIC BIC R2 DW 

ARIMA 1 (0, 1, 0), (2, 0, 0) 10642.26 10662.72 0.998327 2.017735 
ARIMA 2 (0, 1, 0), (0, 0, 2) 10642.32 10662.78 0.998327 2.017926 
ARIMA 3 (0, 1, 2), (2, 0, 2) -7016.39 -6975.46 0.9983226 1.992346 
ARIMA 4 (0, 1, 1), (0, 0, 1) 10645.48 10665.94 0.9983226 1.997119 

 

In Table 2, the ARIMA1 model is automatically generated on the basis of a full search, the 

ARIMA2 model is automatically generated on the basis of a quick search, the ARIMA3 model is 



automatically generated with smoothing, and the ARIMA4 model is the best model for manual 

selection of parameters. 

The basis for creating GAM forecasting models is the procedure for fitting additive regression 

models (GAM). The estimation of the parameters of the fitted model is performed using the principles 

of Bayesian statistics, either by the method of finding the posterior maximum, or by full Bayesian 

inference. For this, the Stan probabilistic programming platform is used. Preliminary data analysis 

revealed that the seasonal component of the time series consists of two parts: weekly and annual. But 

for a systematic approach, GAM will also use a monthly component, so the models were presented 

with the following set: monthly additive type (GAM 1); annual multiplicative (GAM 2); annual 

multiplicative and weekly additive (GAM 3). Table 3 shows a comparison of alternative GAM 

models by quality metrics for the Amazon time series. 

Table 3 
Comparison of GAM models on quality metrics for the Amazon time series 

Model R2 DW 

GAM 1 0.9918001 0.2011187 
GAM 2 0.9909922 0.1840706 
GAM 3 0.9938260 0.2595217 

 

Artificial neural networks can be considered as a non-linear regression method. The main 

advantage of NN is the ability to model complex time series without prior knowledge of the data 

creation process. In addition, NMs are important when the communication function between input and 

output is unknown. The use of NN as a model in the task of forecasting time series has some 

peculiarities:  

1. to remove the trend, the first differences are not applied to the input of the model; 

2. since the previous values of the series act as explanatory variables, it is important to 

determine how many lags are essential for describing a specific process; 

3. since the number of lags is limited, long-term trends are not simulated in such a model. 

As a result of the experiments, it was possible to find a better architecture of NN (3, 10, 1). It is 

presented in Figure 4. 

 
Figure 4: Neural network architecture for time series forecasting 
 

Building block of combined forecasts. In the first step, the forecasts for each of the alternative 

models are calculated and evaluated, and the best one from the group of models is selected for 

combining. Table 4 shows the results of forecasting by various metrics for the Amazon time series. A 

fragment of the program code in the R language corresponding to the combining phase is presented in 

Figure 5. 

 
Figure 5: Program code corresponding to the prediction combining phase 



 

To increase the accuracy of the combined forecast, forecasting is performed on models with close 

variance values. The GAM model has a variance value that is significantly different from the variance 

of other models. Therefore, the GAM model was not considered in the next iteration of combining 

forecasts. Table 5 shows a comparison of forecast estimates for the Amazon time series for ARIMA, 

NNAR, and the combined model. 

Table 4 
Comparison of prediction performance scores for the Amazon time series 

Model ME RMSE MAE MPE MAPE MASE RMSSE 

ARIMA -60.5 67.9 60.5 -3.29 3.29 1.79 1.37 
NNAR -61.3 67.3 61.3 -3.34 3.34 1.82 1.36 
GAM -75.8 87.0 75.8 -4.13 4.13 2.25 1.76 

Combination -65.9 74.0 65.9 -3.58 3.58 1.95 1.50 

 

Table 5 
Comparison of prediction performance scores for the Amazon time series 

Model ME RMSE MAE MPE MAPE MASE RMSSE 

ARIMA -60.5 67.9 60.5 -3.29 3.29 1.79 1.37 
NNAR -61.3 67.3 61.3 -3.34 3.34 1.82 1.36 

Combination -60.9 60.8 54.2 -2.95 2.95 1.60 1.23 

 

From the analysis of Table 5, it follows that the combined predictive model has the best quality 

indicators compared to the basic models [23,24]. A graphical representation of the prediction results 

using the combined model is shown in Figure 6. The 80% and 95% prediction intervals for each 

component and their combination are shown. Only the predictive part is shown. 

 

 
Figure 6: Graphical representation of forecasting results using the combined model 
 

Similar results were obtained when creating combined predictive models for forecasting the 

dynamics of share prices of Facebook and Google companies included in the "shares" data set. 

3. Conclusions 

The solution to the problem of forecasting the prices of shares of commercial companies using a 

combination of basic forecasting models has been studied. Methods of combining forecasts based on 



simple mean, weighted averaging, and regression were investigated. A methodology for building 

combined forecasts based on methods of combining forecast estimates has been developed. The 

methodology consists of the following stages: analysis and preliminary processing of the data set; 

division of prepared data into training and test samples; modeling and forecasting based on basic 

models; formation of weight coefficients of combined forecasts based on evaluations of the 

effectiveness of basic models; unit for combining and evaluating forecasts. 

The architecture of the forecasting information system based on time series models has been 

developed. It has been confirmed that when forecasting processes of an arbitrary nature, it is 

necessary to use both separate methods and a combination of forecast estimates calculated using 

different methods. At the same time, the weighting coefficients for individual assessments can be 

obtained in various ways, which also contributes to the search for a better option for forming 

combined forecasts. Forecasting results using combined forecasts have been improved. 
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