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Abstract
Uncensored data explosion on social media platforms has on the one hand impelled fast and easy dissemination of news and facts, but at the same time poses serious threats because of its highly unreliable nature. Misinformation and disinformation are mainly prevalent at the time some important event is happening that people are curious about e.g., elections or something untoward happens like the COVID-19 pandemic. Because of the unprecedented nature of these events, people are susceptible to these bogus and potentially hazardous claims and articles. Therefore, we need an early detection mechanism to stop the spread of intentionally and unintentionally written fake news or claims.

Past research has suggested various models based on machine learning, deep learning and pretrained language models to detect false news over the years. This research piece will try to assess the effectiveness of various relevant methods on the task of detecting fake news and false claims related to COVID-19 pandemic in this research. We will be using the combined corpus of two largest datasets available. We explore various pretrained language models in addition to deep learning and conventional machine learning approaches and compare their performance. We find that RoBERTa in particular and Bert-based models in general outperform all other models. We believe this piece of research will help the research community a lot in exploring the said domain further.

Keywords
fake news detection, social media fake news, misinformation, COVID-19, machine learning, language models

1. Introduction

Fake news can broadly be defined as “A news article or message published and propagated through media, carrying false information regardless of the means and motives behind it” [1-8]. Fake news gets to its worst at the time of some pandemic as people tend to believe false information in these chaotic situations, as there is scarcity of knowledge and research about it. This gets even worse when it propagates on some social media platforms due to its unauthenticated nature. This could inflict damage on both individual and societal levels. Thus, early detection and stopping of these posts becomes crucial on social media platforms. At the time of COVID-19 breakout, certain infringe elements simultaneously exaggerated the uncertainty and social disruption by spreading false information mostly on social media platforms. This is mostly related to the disease itself in addition to vaccines, medication, mask usage, etc.² Hence, it becomes equally important to mitigate this infodemic in addition to fighting the pandemic itself. Different machine learning methods have been employed for this purpose.
We have tried to analyze the performance of various relevant classical machine learning, deep learning and most importantly the pre-trained language models on the combined COVID-19 dataset, which we accumulated from various already available datasets.

As the labeled data in this case is sparse, Bert based models and language models perform better comparatively. In this comparative study, we will try to analyze how good these approaches perform on the said datasets. Because of the distinct nature of corona (COVID-19) related fake news, we feel the behavior of these models needs to be observed separately in this domain of fake news.

2. Related Work

Due to the omnipresence of Internet and its ease of access, social media has become an integral part of our lives. However, its unauthenticated nature poses a serious threat simultaneously. A large number of machines leaning based approaches have been proposed for the automatic detection of false news and claims.

Conventional machine learning based approaches when utilized for the purpose of fake news detection have yielded good results. Reis et al. [9] approached this problem as a binary classification task; various syntactic and semantic features are extracted through feature engineering and later passed to conventional ML classifiers like K-Nearest Neighbor (KNN), Naïve Bayes, Random Forest (RF), XGBOOST (XGB), Support Vector Machine (SVM) for training and classification. Out of these XGB and RF yielded promising results.

[10] Evaluated deep learning methods for fake news detection task. They trained various DL models on COVID-19 fake news detection dataset [11] from Contraint@AAAI 2021. They analyzed various deep learning models like LSTM, CNN, HAN, bi-LSTM+attention, DistilBERT and BERT-base. They treated this problem to be a binary classification task. They mainly focused on news content (Text). They have tried to give the pre-trained BERT and DistilBERT some context by pre-training them on the tweet corpus related to covid-19 that has proved to increase performance in comparison to the models which are trained on the dataset only. COVID-Twitter-BERT when ensembled with BERT-cased model approach outperforms other approaches. Furthermore, HAN outperformed other non-transformer-based models.

In [12], authors trained an ensemble of Bi-LSTM and BI-GRU-dense models on the LIAR [13] dataset and classified the news items as fake or real. The outputs from these two models averaged out to get a single value as output. After experimentations, the results of the proposed model proved to perform better when compared to other studies, which used the LIAR [13] dataset for fake-news detection.

Transformer [14] architecture is the base for majority of the state-of-the-art approaches for fake news detection currently. As these models employ self-attention technique wherein every word in a sentence is weighed on the basis of its significance and are pretrained on a large collection of data, they have proven to be superior to previous non-transformer-based models. One among the transformer based pretrained language models from Google is BERT [15] which has 345 million trainable parameters (BERT_{LARGE}) and is state-of-the-art architecture for various downstream jobs like text classification. [16] Proposed fakeBERT, a BERT-based deep learning approach combining CNN with the BERT, which helps in reducing ambiguity. The authors of [17] proposed an ensemble of (BERT, ALBERT, and XLNET) and fine-tuned and later tested this model on the Constraint AI 2021 Fake News Detection dataset [11]. A variation of BERT: CT-BERT (COVID-Twitter-BERT) [18] was created by pre-training the BERT model on a large collection of tweets related to COVID-19 and has shown promising outcomes for fake-news detection on Corona related news. Various language models (XLNet, ERNIE 2.0, XLMRoBERT , DeBERTa, RoBERTa, and ELECTRA) were ensembled by [19] for COVID related fake-news detection. Apart from the features based on news content, they incorporated social context-based features e.g., authors, source, username, and URL.
3. Dataset Description

The Following two datasets were used in this comparative study:

3.1. COVID-19-FNIR DATASET:

COVID19-FNIR DATASET [20] (COVID-19 Fake News Infodemic Research Dataset) Consists of true and fake news as separate files with a total of 7588 items which are class balanced (49.99% as real and 50.01% as fake). The fake news items have been collected from Polynter and the true items have been collected from authentic Twitter handles of news publishers. The dataset consists of various columns such as Text, Date, Region, Country, Explanation, Origin, Label, etc. but we will be using Text and the Label columns only in this study.

3.2. COVID19 Fake News Dataset:

COVID-19-fake-news detection [11] Dataset was published as a collection of various articles and posts related to COVID19 from social media with fake and real labels. Real news items in the dataset have been gathered from various verified news sources and the false items from some fact checking platforms like NewsChecker, PolitiFact etc., which were verified to be false. This dataset originally comprises of 10700 social media posts with a vocabulary size of 37505. 52.34% of news items in this dataset are real and the remaining 47.66% are fake and hence is balanced class wise.

Finally, we have created a combined corpus from these two datasets for this comparative study. We renamed various columns to make them uniform, and also replaced label values 'fake' with 0 and ‘real’ with 1 in the first dataset (Section 3.1) to match these values with the label field of the other dataset (Section 3.2). Finally, the combined corpus has 18288 news items in total, of which 51% comprises of real samples and the remaining 49% are fake samples. Finally, we split this combined dataset into train: test: validation with the ratio of 8:1:1 as shown in figure 1.

![Figure 1: Combined corpus split of real and false news distribution](image)

4. Methods

In this research, we approached COVID-19 fake-news detection task as a classification problem with two classes (fake and real) wherein news pieces are classified as real or fake.

4.1. Data preprocessing

We do some initial preprocessing of the raw text before actual processing. We eliminate unnecessary URLs, HTML tags extra spaces, stop words and special characters from the text, which is fed into the models after tokenization.
4.2. Studied features

Word level, n-gram level TF-IDF features, pre-trained fastText\[21\] which is an extension of word2vec model and represents words as n-gram of characters, Glove\[22\] embeddings which is a unsupervised learning algorithm which learns the word embedding based on the observation that word-word co-occurrence probability ratios have the potential to encode some meaning, and word embedding features from language models like BERT \[15\] pre-trained on English Wikipedia with 2500M words and BooksCorpus with 800M words. 128-dimensional words embedding of BERT are used in this study. We have used Bert word embeddings because these capture the contextual meaning and produce high-quality feature inputs, which are dynamically informed by the words around them. These pre-trained embeddings were used with deep learning models like CNN and off course for respective language models like roBERTa embedding for roBERTa model. We use the embeddings from their corresponding tokenizers. We further experimented with combining conventional machine learning models with word embeddings from finetuned BERT and the fastText embeddings. The TF-IDF features outperformed other embeddings on the majority of analyzed traditional ML models.

4.3. Studied models

We analyzed various models centered on classical machine learning, deep learning, and pretrained language model approaches:

4.3.1. Conventional Machine Learning methods

Traditional NLP approaches like Logistic Regression, Random Forest (RF), K-nearest neighbors (KNN), Support Vector Machines (SVM), Multinomial Naïve Bayes, XG-Boost and Decision Trees (DT) have been studied in this study.

We analyzed the results from these approaches using TF-IDF, fastText word vectors as well as the Bert word embeddings. We find that the TF-IDF features proved better than the fastText as well as the Bert embeddings when used on traditional Machine learning approaches. We used SelectKBest of sklearn to select k (k=1200) best features to be used for the training purpose. Finally, out of these analyzed models, we found that the SVM combined with TF-IDF features performed best on test data of the combined corpus showing an accuracy of 84.29 %.

4.3.2. Deep learning models

**CNN**: We have used a one-dimensional convolutional model with two layers containing 128 filters of filter size 5. Embedding layer is the first layer. The model is initialized with pre-trained Glove embedding of dimension 300 and also experimented with BERT embedding and compared their performance. The outputs of con1D layers are passed through the ReLu activation function. This function outputs 0 for negative values and outputs positive values as it is.

A max-pooling layer of pool size 2 is stacked after each convolutional layer to reduce the size of model. The outputs from these maxpooled layers is concatenated into a single layer before being fed into a dropout layer (dropout =0.4). During compilation, learning rate of the adam optimizer is set to 0.0001. Finally, as we are dealing with a Binary classification problem, we pass these final outputs to a dense layer (1 unit) and sigmoid as the activation function.

**LSTM**: We initialized the embedding layer with pre-trained Glove embedding of size 300. The LSTM layer’s output dimension was set to 300 and finally, we add a dropout layer (dropout = 0.6) before feeding the output into a sigmoid activated dense layer for classification. We also experimented with initializing the embedding layer with Bert embedding of length 128. The model is compiled using Adam optimizer. Training of the model was done for 10 epochs and 64 was set as the batch-size.
CNN+LSTM: We analyzed the performance of a hybrid model consisting of CNN layer and an LSTM layer on top of it. We define a CNN model as described above and before passing the outputs to the final dense layer, we pass it through an LSTM layer of output dimension 300.

4.3.3. Pretrained language models

Here, we describe the experimental setup of two advanced language models used in our study.

DistilBERT. DistilBert [23] was built based on the knowledge distillation compression technique, the knowledge is distilled from the BERT base model using almost only half of its parameters while retaining 95% of the BERT’s performance on its benchmark GLUE. The token type embeddings and the pooler were removed from the original architecture by its creators to make it lighter. DistilBERT is less resource intensive while retaining the performance closer to the BERT model and is thus suited for production-level usage. We add a sigmoid activated dense layer as a classification head to the distilBERT model.

RoBERTa: RoBERTa (Robustly optimized BERT pretraining approach) [24], alters key hyperparameters of the BERT model like removing its next-sentence-prediction (NSP) objective and training with higher learning rate on relatively larger mini-batches, which proved to significantly improve the performance. In RoBERTa byte pair encoding (BPE) is used as a tokenization algorithm instead of BERT’s word piece tokenization. NSP objective is removed for a better training strategy. A dropout of 0.4 is applied to the output from the transformer before being fed into a classification head, which is a sigmoid activated dense layer.

Corresponding word embedding is used with respective pre-trained language models i.e distilBERT embeddings for DistilBert and RoBERTa embedding for RoBerta. These models were trained for 18 epochs and 128 was set as the batch-size. In order to avoid overfitting, we used early stopping (Validation loss as the metric). Finally, the models were trained with Adam optimizer setting learning rate = 1e-4, b1 = .8, b2 = .898 and epsilon set to 1e-7. As a loss function, we used sparse-categorical-cross-entropy. The experiments were performed on Tesla P100-PCIE -16GB GPU provided by Kaggle.

5. Evaluation matrices

We utilized the following evaluation metrics to measure the performance of these models:

Accuracy: The percentage of correctly classified tweets, calculated as:

\[
\text{accuracy} = \frac{(Tps' + Tns')}{(Tps' + Tns' + Fps' + Fns')}
\]

Precision: The percentage of true positive predictions out of all positive predictions, calculated as:

\[
\text{precision} = \frac{Tps'}{(Tps' + Fps')}
\]

Recall: The percentage of true positive predictions out of all actual positive tweets, calculated as:

\[
\text{recall} = \frac{Tps'}{(Tps' + Fns')}
\]

F1 score: The harmonic average of precision and recall that provides a singular performance metric for the model, calculated as:

\[
\text{F1-score} = \frac{2 \times (\text{precision} \times \text{recall})}{\text{precision} + \text{recall}}
\]

Here, Tps' denotes the number of true positive predictions, which represents the number of fake tweets correctly identified as fake by the model. Similarly, Tns' represents the number of true negative predictions, which corresponds to the number of real tweets correctly identified as real by the model. Fps' refers to the number of false positive predictions, indicating the number of real tweets incorrectly identified as fake by the model, and Fns' denotes the number of false negative predictions, representing the number of fake tweets incorrectly identified as real by the model.
6. Experiments and Results

Much research has been done on automatic detection of fake-news on social media using various machine learning and deep learning models. Some of them focused on comparative analyses of these models on fake news datasets. Keeping in view the unique nature of fake news about COVID19, it seems quite worthwhile to investigate various machine-learning models on COVID19 datasets. We will try to address this concern in this study. We first analyze different conventional machine-learning and deep-learning models with the combined corpus of COVID-19 related datasets and importantly evaluate some pre-trained language models as well.

Further, we also analyze the efficacy of various classical machine-learning and deep-learning based approaches on different embedding vectors. We analyze the performance of traditional machine learning approaches using three different embeddings (fastText, Glove, BERT) and deep learning approaches using Glove and Bert.

**Table 1**

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy-Score (in %ge)</th>
<th>Precision (in %ge)</th>
<th>Recall (in %ge)</th>
<th>F1 Score (in %ge)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BERT Embedding</td>
<td>FastText</td>
<td>TFIDF</td>
<td>BERT Embedding</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>81.84</td>
<td>82.34</td>
<td>83.78</td>
<td>83.19</td>
</tr>
<tr>
<td>Multinomial Naive Bayes</td>
<td>81.73</td>
<td>78.73</td>
<td>82.17</td>
<td>82.94</td>
</tr>
<tr>
<td>K-Nearest Neighbor</td>
<td>81.79</td>
<td>76.10</td>
<td>78.76</td>
<td>82.41</td>
</tr>
<tr>
<td>XG-Boost</td>
<td>81.84</td>
<td>82.68</td>
<td>81.78</td>
<td>82.63</td>
</tr>
<tr>
<td>Random Forest</td>
<td>81.62</td>
<td>81.30</td>
<td>81.78</td>
<td>82.56</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>81.57</td>
<td>71.35</td>
<td>78.16</td>
<td>83.03</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>81.73</td>
<td>82.39</td>
<td>84.29</td>
<td>82.59</td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (in %ge)</th>
<th>Precision (in %ge)</th>
<th>Recall (in %ge)</th>
<th>F1-Score (in %ge)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GLOVE</td>
<td>BERT</td>
<td>GLOVE</td>
<td>BERT</td>
</tr>
<tr>
<td>CNN</td>
<td>84.53</td>
<td>85</td>
<td>85.40</td>
<td>83.31</td>
</tr>
<tr>
<td>LSTM</td>
<td>85</td>
<td>85.5</td>
<td>84</td>
<td>85</td>
</tr>
<tr>
<td>CNN+LSTM</td>
<td>86</td>
<td>87.3</td>
<td>85</td>
<td>86</td>
</tr>
</tbody>
</table>
6.1. Results on machine learning models

In this subsection, we present the results obtained for various classical machine-learning models. Table 1 summarizes the results obtained. We experimented with fastText, TF-IDF word vectors and BERT word embedding embeddings. Out of the analyzed models, Random Forest, Multinomial Naïve Bayes, Support vector machine, and Logistic Regression showed best performance when trained on Tf-idf feature vectors while K-Nearest Neighbor and Decision Tree showed best performance when trained on pre-trained Bert embedding and XG-Boost shows best performance on FastText word embedding. Hence, majority of the analyzed classical machine learning models perform best with TF-IDF feature vectors on this specific dataset, especially when using TF-IDF weighted average. The performance of classical machine learning models is depicted in figure 2.

![Figure 2: Performance of Machine learning models on various embedding](image)

6.2. Results on deep learning models

We analyzed CNN, LSTM, and an ensemble of these two for the purpose of this study. Two different embeddings, BERT word embedding, and Glove word vectors were used to evaluate their performance. The summarized results are shown in Table 2. It is clear that deep-learning based approaches usually beat classical machine-learning approaches in terms of performance on this particular dataset. Figure 3 shows a plot of analyzed deep learning models on GloVe and BERT embeddings.
CNN: We examine CNN with Bert Word embedding as well as Glove Word embedding. We initialize the embedding-layer with pretrained embedding (BERT or Glove). Using Bert embedding, resulted in a slightly higher performance (85% accuracy and 84.34% F1 score) when compared with using glove word embedding (84.53% accuracy and 83.02% F1 score).

LSTM: As the next deep-learning approach, we evaluate LSTM. We recreate the same setup as defined for CNN above; that is, used Bert and GloVe word embeddings. LSTM model outperforms the CNN model generally. The use of Bert word embedding proves to perform best in this case also (Table 2).

CNN+LSTM: We finally explore a hybrid model based on a CNN followed by an LSTM layer. This hybrid model performs best overall and specifically when initialized with Bert word embedding (see Table 2).

![Figure 3: Performance of Deep learning models on GloVe and BERT embeddings.](image)

6.3. Results on pre-trained models

As can be observed from Table 3, the advanced language models clearly outperform all the machine-learning and deep-learning based approaches. The language models do not need large datasets because they use pretrained embedding weights, and hence they show better performance during the start of fine-tuning itself as compared to the deep learning models that require large datasets for satisfactory performance.
DistilBert (66M parameters) model, RoBERTa (125M Parameters) achieve an accuracy of 88.5% and 89.7% respectively, as shown in figures 4 and 5. This gives a clear indication of the fact that these models’ performance is directly proportional to their parameter size.

Lastly, we analyzed the performance of the roBERTa model when stacked with a bi-LSTM layer on top of it. The bi-LSTM-attention extracts the sentence features automatically. This hybrid model proved to perform best on the combined corpus with an accuracy of 92.3%. As depicted in figure 6.

The confusion matrix showing the individual number of true and fake predictions made by these models is depicted in Figure 5.
7. Conclusion

In this comparative study, we did analysis of classical machine-learning, deep learning, and pretrained language models on fake-news related to COVID 19 on social media platforms. It is evident from the study that the transformer-based approaches perform best overall. The pre-trained models perform significantly better even on comparatively smaller data samples, as compared to deep learning models which suffer from over-fitting on smaller datasets. Support Vector Machines combined with TF-IDF feature vectors attained performance close to deep learning-based approaches. The CNN-LSTM model showed performance close to pretrained language models. The CNN layer learns the spatial and invariant features of the news items.

Findings from this study can facilitate future research in this direction. In this study, we attended fake-news about COVID19 problem to examine how good different models perform on this very subtask of fake news detection. We will target designing a generalized fake-news detection model in our future work.
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