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Abstract
The Logic of “Inferable” L-DINF has been recently proposed as a declarative framework to formally model
via epistemic logic the group dynamics of cooperative agents. In this paper, we extend the framework
by introducing the possibility to have costs for execution of physical action. Such costs may require the
consumption of multiple resources of various types, to be drawn from agents’ budgets. Also, we emphasize
that all aspects of Multi-Agent Systems specified in L-DINF can be formalized in a modular way. In
particular, concerning the execution of physical actions, dedicated modules allow the specification of a
notion of equivalence for actions and a notion of agents’ preference, be used to affect action execution.
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1. Introduction

Nowadays, Multi-Agent Systems (MAS) has become a technology with many fields of application.
In previous work [1, 2, 3] we introduced a logical framework based on an epistemic logic called
L-DINF, which allows to represent knowledge and beliefs of agents, to reason about mental and
physical actions of agents, to take into account costs of actions and budgets that are available
to afford such costs. In particular, we assume that agents perform mental actions to develop
reasoning as a premise to the execution of some physical action. The execution of each step in
these inferences has a cost, paid by agents by drawing on a budget which is dedicated to execution
of mental actions. Intuitively, in a practical scenario, we could consider this cost as an amount of
energy that the agent draws from its internal battery to enable its reasoning functions.

The logical framework L-DINF allows the modeling of group dynamics of cooperative agents.
Consequently, one can model agents that can form groups and support each other in performing
collective mental actions [4, 5]. Moreover, agents can take into account preferences about
performing one action instead of another [6]. The logical framework also encompasses the
possibility for agents to have roles within their group of agents. Roles determine which actions
each agent is enabled by its group to perform [7]. A mental action is considered executable if at
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least one agent of the group can perform the action, with the approval of the group and on behalf
of the group. An agent can join or leave a group whenever it wants (and, consequently, the role of
an agent may change as it joins another group).

The agents of a group can share their beliefs, so that any agent can access beliefs of other
agents. This ability opens up the possibility of modeling aspects of “Theory of Mind” [8]. For
instance, an agent can maintain a version (possibly outdated) of the mental state other agents
and perform inferences about such knowledge. Then, it can make predictions and formulate
interpretations of other agent’s behaviours. For simplicity, in this paper we do not deal with these
aspects and refer the interested reader to [9].

In this context, there are applications where agents can profit from the ability to choose
the preferred physical action among a set of actions deemed equivalent. Hence, whenever the
inference activity of an agent indicates that a physical action 𝜑𝐴 has to be executed, the agent can
choose to perform another action 𝜑′𝐴 equivalent to 𝜑𝐴. To model this feature we enrich the logical
framework so that agents can exploit an equivalence relation among physical actions, together
with evaluations of costs of actions, available budget and agents’ own preferences, in order to
determine which is the best physical action to be performed. Also, we assume that the execution
of each physical action may require some amounts of resources to be “used/available”. Differently
from what happens for mental actions (where, for simplicity, only one type of resource, i.e.,
“energy”, is taken into account), we consider that each agent has different amounts of different
resources available, and that each physical action may require multiple resources.

Various logics concerning implicit and explicit belief, as well as some aspects of awareness,
have been proposed in the literature. We mention, among others, the seminal work [10] by
Fagin & Halpern. Nevertheless, to the best of our knowledge, such proposals make no use of
concepts such as ‘reasoning’ and ‘inference’. Instead, the logical framework L-DINF accounts
for the perceptive and inferential steps leading from agent’s knowledge and beliefs to new beliefs.
In this sense, it provides a constructive theory of explicit beliefs. In L-DINF, aspects such as
“executability” of actions (both mental and physical) and costs related to their execution, can be
represented and considered in reasoning activity of the agents.

Epistemic attitudes are modeled similarly to other approaches, among which we mention
the dynamic theory of evidence-based beliefs [11] —that exploits, similarly to our approach, a
neighborhood semantics for the notion of evidence—, the sentential approach to explicit beliefs
dynamics [12], the dynamic theory of beliefs described in [13], and the dynamic logic combining
explicit beliefs and knowledge proposed in [14].

Concerning logics of inference, relevant proposals are the one in [15] and the logical system
DES4𝑛 described in [16]. In particular, we are indebted to [15] concerning the idea of modeling
inference steps by means of dynamic operators in the style of dynamic epistemic logic (DEL).
We, however, distinguish and emphasize the notions of explicit belief and background knowledge.
Also, we consider issues related to executability and costs.

In developing L-DINF we are also indebted to [16], concerning the point of view that agents
reach certain belief states by performing inferences, and that making inferences takes time (we
tackled the issue of time in previous work, discussed in [1, 17, 18]). Differently from this work
however, in L-DINF inferential actions are represented both at the syntactic level, via dynamic
operators, and at a semantic level as neighborhood-updates. Moreover, L-DINF enables an agent
to reason on executability of inferential actions.



The notion of explicit beliefs constitutes a major difference, besides others, between L-DINF
and active logics [19, 20]. While active logics provide models of reasoning based on long-term
memory and short-term memory like in our approach, they do not distinguish –as we do– between
the notion of explicit belief and the notion of background knowledge, conceived in our case as
a radically different kind of epistemic attitude. Moreover, L-DINF accounts for a collection of
mental actions that have not been explored in the active logic literature.

In this paper, we extend the framework described in [1, 2, 3] by introducing the possibility to
have costs for execution of physical actions. To meet these costs, the agents draw on resource
budgets and this may involve the consumption of multiple amounts of resources of various
types. Compared to the formalization of L-DINF appeared in previous papers, here we propose a
re-engineering of the entire logical framework. This is done, both syntactically and semantically,
by distinguishing between a core part of the framework (concerning the essential part of the
logic, i.e., expressing properties of agents’ knowledge and beliefs) and a collection of packages.
Each package can be thought as modular extensions of the core part, used to introduce a specific
feature (such as preferences, costs, executability constraints, etc.) in the framework.

2. Logical Framework

L-DINF is a logic composed of a static component and a dynamic component. The first, called
L-INF, is a logic of explicit beliefs and background knowledge. The second component extends
the static one with dynamic operators that express the consequences of agents’ mental actions.

2.1. Syntax

Let Atm = {𝑝, 𝑞, . . .} be a countable set of atomic propositions. The set 𝐴𝑡𝑚𝐴 is the set of the
physical actions that agents can perform, including “active sensing” actions (e.g., “let’s check
whether it rains”, “let’s measure the temperature”, etc.). Let Agt be a set of agents and Grp the
set of groups of agents. Moreover, let Res = {r1 , . . . , rℓ} be the set of all (names of) resources.

The language of L-DINF, denoted by ℒL-DINF, is defined by the following grammar:

𝜙,𝜓 ::= 𝑝 | ¬𝜙 | 𝜙 ∧ 𝜓 | B𝑖𝜙 | K𝑖𝜙 |
do𝑃𝐺(𝜑𝐴) | doG(𝜑𝐴) | can_doG(𝜑𝐴) |
intend𝐺(𝜑𝐴) | exec𝐺(𝛼) | pref _do𝑖(𝜑𝐴, 𝑑) | pref _do𝐺(𝑖, 𝜑𝐴) |
[𝐺 : 𝛼]𝜙 | Cl(𝜑𝐴, 𝜑

′
𝐴) | fCl 𝑖(𝜑𝐴)

𝛼 ::= +𝜙 | ⊢(𝜙,𝜓) | ∩ (𝜙,𝜓) | ↓(𝜙,𝜓) | ⊣(𝜙,𝜓)

where 𝑝 ranges over Atm, 𝜑𝐴, 𝜑′𝐴 ∈ 𝐴𝑡𝑚𝐴, 𝑖 ∈ Agt , 𝑑 ∈ N, and 𝐺 ∈ Grp. Other Boolean
operators are defined from ¬ and ∧ in the standard manner.1 The language of mental actions of
type 𝛼 is denoted by ℒACT. The static part L-INF of L-DINF, includes only those formulas not
having sub-formulas of the form [𝐺 : 𝛼]𝜙.

Before introducing the formal semantics let us briefly describe the intended informal meaning
of basic formulas of L-INF. As mentioned, we are interested in modelling the reasoning of agents
1For simplicity, whenever 𝐺 = {𝑖} we will write 𝑖 as subscript in place of {𝑖}. So, for instance, we often write
exec𝑖(𝜑𝐴) instead of exec{𝑖}(𝜑𝐴) and similarly for other constructs.



acting cooperatively. We consider the set of agents as partitioned in groups: each agent 𝑖 ∈ Agt
always belongs to a unique group in Grp. We assume that all agents initially belong to an initial
group. Any agent 𝑖, at any time, can perform a (physical) action joinA(𝑖, 𝑗), for 𝑗 ∈ Agt , in order
to change her group and join 𝑗’s group. The special case in which 𝑖 = 𝑗 denotes the action that
allows agent 𝑖 to leave her current group and form the new singleton group {𝑖}.

The formula intend 𝑖(𝜑𝐴) indicates the intention of agent 𝑖 to perform the physical action
𝜑𝐴, in the sense of the BDI agent model [21]. Formulas of this form can be part of agent’s
knowledge base from the beginning or it can be derived later. In this paper we do not cope with
the formalization of BDI, for which the reader may refer, e.g., to [22]. Hence, we will deal with
intentions rather informally, also assuming that intend𝐺(𝜑𝐴) holds whenever all agents of group
𝐺 intend to perform 𝜑𝐴.

The formula doi(𝜑𝐴) indicates the actual execution of action 𝜑𝐴 by agent, automatically
recorded by the new belief do𝑃𝑖 (𝜑𝐴) (postfix “𝑃 ” standing for “past” action). Note that, we do
not provide an axiomatization for do (and similarly for doG , that indicates the actual execution
of 𝜑𝐴 by the group of agents 𝐺). In fact, we assume that in any concrete implementation of the
logical framework, do𝑖 and doG are realized by means of a semantic attachment [23], that is, a
procedure which connects an agent with its external environment in a way that is unknown at
the logical level. The axiomatization only concerns the relationship between doing and being
enabled to do.

The expressions can_doi(𝜑𝐴) and pref _do𝑖(𝜑𝐴, 𝑑) are closely related to doi(𝜑𝐴). In particu-
lar, can_doi(𝜑𝐴) must be seen as an enabling condition, indicating that the agent 𝑖 is enabled to
perform the action 𝜑𝐴, while pref _doi(𝜑𝐴, 𝑑) indicates the level 𝑑 of preference/willingness of
agent 𝑖 to perform 𝜑𝐴.

The formula pref _doG(𝑖, 𝜑𝐴) indicates that agent 𝑖 exhibits the maximum level of preference
on performing action 𝜑𝐴 within all group members. Notice that, if a group of agents intends to
perform an action 𝜑𝐴, this will entail that the entire group intends to do 𝜑𝐴, that will be enabled
to be actually executed only if at least one agent 𝑖 ∈ 𝐺 can do it, i.e., it can derive can_doi(𝜑𝐴).

The formula Cl(𝜑𝐴, 𝜑′𝐴) denoted the equivalence of the two physical actions 𝜑𝐴 and 𝜑′𝐴. Intu-
itively, this means that in the specific practical context at hand, the two actions have “something
in common”, i.e., for instance, they use similar resources, perform in a similar way, can be used
by an agent to obtain equivalent results, etc. Notice that the predicate Cl induces a partition of
𝐴𝑡𝑚𝐴 in a collection of equivalence classes.

Agents modeled through L-DINF deal with two kind of memories, namely, a working memory
used to represent beliefs, i.e., facts and formulas acquired via perceptions during an agent’s oper-
ation, and a long-term memory used to model agent’s background knowledge. Such knowledge
is assumed to satisfy omniscience principles, such as: closure under conjunction and known
implication, closure under logical consequence, and introspection.

Background knowledge of an agent 𝑖 is specified by means of the modal operator K𝑖, which is
actually the usual S5 modal operator often used to model knowledge. The fact that background
knowledge is closed under logical consequence is justified because we conceive it as a kind
of stable and reliable knowledge base. The modal operator B𝑖, instead, is used to represent
the beliefs of agents 𝑖 kept in 𝑖’s working memory. The contents of the working memory is
determined by the mental actions 𝑖 has executed (cf., Section 2.2.2). We assume the background
knowledge to include: facts/formulas known by the agent from the beginning, and facts the agent



subsequently decided to store in its long-term memory (via a decision-making mechanism not
covered here) after processing them in its working memory. We therefore assume that background
knowledge is irrevocable, in the sense of being stable over time.

Whenever an agent wants to perform a physical action 𝜑′𝐴, it can exploit the equivalence de-
scribed by the facts of the form Cl(𝜑𝐴, 𝜑

′
𝐴) to execute a most convenient action 𝜑𝐴 (in terms of re-

sources requires, preferences, etc.) drawn from the equivalence class of 𝜑′𝐴. The formula fCl 𝑖(𝜑𝐴)
indicates that 𝜑𝐴 is the more convenient action among those in the set {𝜑′𝐴|Cl(𝜑𝐴, 𝜑′𝐴)}.

The formulas exec𝐺(𝛼) express executability of mental actions by a group 𝐺 (which is a
consequence of the fact that any member of the group is able to perform the action). They have to
be read as: “𝛼 is a mental action that an agent in 𝐺 can perform”.

A formula of the form [𝐺:𝛼]𝜙, where 𝛼 must be a mental action, states that “𝜙 holds after
action 𝛼 has been performed by at least one of the agents in 𝐺, and all agents in 𝐺 have common
knowledge about this fact”.

Let us now introduce the dynamic component of the framework. Borrowing from [6, 24], we
distinguish five types of mental actions 𝛼 that capture some of the dynamic properties of explicit
beliefs and background knowledge. +𝜙, ↓(𝜙,𝜓), ∩(𝜙,𝜓), ⊣(𝜙,𝜓), and ⊢(𝜙,𝜓). These actions
characterize the basic operations of belief formation through inference:

• +𝜙: learning perceived belief: the mental operation that serves to form a new belief from a
perception 𝜙. A perception may become a belief whenever an agent becomes “aware” of
the perception and takes it into explicit consideration.

• ↓(𝜙,𝜓) is the mental action which consists in inferring 𝜓 from 𝜙, where 𝜓 is an atom: an
agent, believing that 𝜙 is true and having in its long-term memory that 𝜙 implies 𝜓 , starts
believing that 𝜓 is true.

• ∩(𝜙,𝜓) is the mental action which closes the beliefs 𝜙 and belief 𝜓 under conjunction.
Namely, ∩(𝜙,𝜓) characterizes the mental action of deducing 𝜙 ∧ 𝜓 from 𝜙 and 𝜓.

• ⊣(𝜙,𝜓), where 𝜙 and 𝜓 are atoms, is the mental action that performs a simple form of
“belief revision”, i.e., it removes 𝜓 from the belief set, in case 𝜙 is believed and, according
to the background knowledge, ¬𝜓 is logical consequence of 𝜙.

• ⊢(𝜙,𝜓), where 𝜓 is an atom; by means of this mental action, an agent believing that 𝜙 is
true (i.e., it is in the working memory) and that 𝜙 implies 𝜓, starts believing that 𝜓 is true.
This last action operates exclusively on the working memory without recovering anything
from the background knowledge.

We conclude this section by introducing some pieces of notation that will be useful in the
following. Recall Res = {r1 , . . . , rℓ} is the set of all (names of) resources. Each resource
is available in a certain amount. For simplicity, let us assume that all amounts are natural
numbers. We will use the writing 𝑟𝑗 :𝑛𝑗 to denote an amount of 𝑛𝑗 units of resource 𝑟𝑗 . Hence,
the writing (𝑟1:𝑛1, . . . , 𝑟ℓ:𝑛ℓ) describes the amounts of all existing resources. More in general,
let Amounts = {(𝑟1:𝑛1, . . . , 𝑟ℓ:𝑛ℓ)|𝑛1, . . . , 𝑛ℓ ∈ N} be the set of all possible descriptions of
amounts of all resources. Moreover, given �̄� = (𝑟1:𝑛1, . . . , 𝑟ℓ:𝑛ℓ) and �̄� = (𝑟1:𝑚1, . . . , 𝑟ℓ:𝑚ℓ)
in Amounts , we write �̄� ≤ �̄� iff ∀𝑖 𝑛𝑖 ≤ 𝑚𝑖 and denote by sum(�̄�) the value

∑︀ℓ
𝑖=1 𝑛𝑖. Also, in

case �̄� ≤ �̄�, we denote by �̄� − �̄� the tuple �̄� = (𝑟1:(𝑛1 −𝑚1), . . . , 𝑟ℓ:(𝑛ℓ −𝑚ℓ)).



2.2. Semantics

Many relevant aspects of an agent’s behaviour are specified in the definition of L-INF model,
including what mental and physical actions an agent can perform, what is the cost of an action
and what is the budget that the agent has at its disposal, what is the degree of preference of the
agent to perform each action, what is the degree of preference of the agent to use a particular
resource. This choice has the advantage of keeping the complexity of the logic under control
and making these aspects modular. Definitions 2.1 and 2.2 introduce the notion of L-INF model,
which is then used to introduce semantics of the static fragment L-INF. A model 𝑀 is composed
of two parts. A core part 𝒞𝑀 and a collection of packages 𝒫𝑀 . More specifically:

Definition 2.1. The core part 𝒞𝑀 of a model 𝑀 is a tuple (𝑊,𝑁,ℛ, 𝑉, 𝑆), where

• 𝑊 is a set of worlds (or situations);
• ℛ = {𝑅𝑖}𝑖∈Agt is a collection of equivalence relations on 𝑊 : 𝑅𝑖 ⊆𝑊 ×𝑊 ;

• 𝑁 : Agt ×𝑊 −→ 22
𝑊

is a neighborhood function such that, for each 𝑖 ∈ Agt , each
𝑤, 𝑣 ∈𝑊 , and each 𝑋 ⊆𝑊 these conditions hold:

(C1) if 𝑋 ∈ 𝑁(𝑖, 𝑤) then 𝑋 ⊆ {𝑣 ∈𝑊 | 𝑤𝑅𝑖𝑣},
(C2) if 𝑤𝑅𝑖𝑣 then 𝑁(𝑖, 𝑤) = 𝑁(𝑖, 𝑣);

• 𝑉 :𝑊 −→ 2Atm is a valuation function;
• 𝑆 :𝑊 −→ 2{do𝐺(𝜑𝐴),do𝑃

𝑖 (𝜑𝐴)|𝜑𝐴∈Atm𝐴,𝑖∈Agt ,𝐺∈Grp} is a valuation function for formulas
of the forms do𝐺(𝜑𝐴) and do𝑃𝑖 (𝜑𝐴).

To simplify the notation, let 𝑅𝑖(𝑤) denote the set {𝑣 ∈ 𝑊 | 𝑤𝑅𝑖𝑣}, for 𝑤∈𝑊 . The set 𝑅𝑖(𝑤)
identifies the situations that agent 𝑖 considers possible at world 𝑤. It is the epistemic state of
agent 𝑖 at 𝑤. In cognitive terms, 𝑅𝑖(𝑤) can be conceived as the set of all situations that agent 𝑖
can retrieve from its long-term memory and reason about. While 𝑅𝑖(𝑤) concerns background
knowledge, 𝑁(𝑖, 𝑤) is the set of all facts that agent 𝑖 explicitly believes at world 𝑤, a fact being
identified with a set of worlds. Hence, if 𝑋 ∈ 𝑁(𝑖, 𝑤) then, the agent 𝑖 has the fact 𝑋 under the
focus of its attention and believes it. We say that 𝑁(𝑖, 𝑤) is the explicit belief set of agent 𝑖 at
world 𝑤. Constraint (C1) imposes that agent 𝑖 can have explicit in its mind only facts which are
compatible with its current epistemic state. Moreover, according to constraint (C2), if a world 𝑣
is compatible with the epistemic state of agent 𝑖 at world 𝑤, then agent 𝑖 should have the same
explicit beliefs at 𝑤 and 𝑣. In other words, if two situations are equivalent as concerns background
knowledge, then they cannot be distinguished through the explicit belief set. This aspect of the
semantics can be extended in future work to allow agents make plausible assumptions.

The packages of a model can be thought as modular extensions of the core part. Each package
is used to specify a specific feature, such as preferences, costs, executability, etc. Ideally, each
package, (may) correspond to some syntactic element of the syntax of L-INF. The connection
between the syntactic elements and the corresponding package will be established by a suitable
component of the semantics (so be seen). The following are some possible packages. Note that
we are focusing on those of interests for the purposes of this paper. Plainly, the designer of a
particular MAS may decide to include only part of the following packages or even to add/model
other features (also providing a suitable adaptation of the notion of truth).



Definition 2.2. Given a core model 𝒞𝑀 = (𝑊,𝑁,ℛ, 𝑉, 𝑆), the packages 𝒫𝑀 are:
EXECUTABILITY FOR MENTAL ACTIONS

∙ 𝐸 : Agt ×𝑊 −→ 2ℒACT is an executability function of mental actions such that, for each
𝑖 ∈ Agt and 𝑤, 𝑣 ∈𝑊 , it holds that:

(D1) if 𝑤𝑅𝑖𝑣 then 𝐸(𝑖, 𝑤) = 𝐸(𝑖, 𝑣);

BUDGET AND COSTS FOR MENTAL ACTIONS

∙ 𝐵1 : Agt ×𝑊 −→ N is a budget function such that, for each 𝑖 ∈ Agt and 𝑤, 𝑣 ∈ 𝑊 , the
following holds

(E1) if 𝑤𝑅𝑖𝑣 then 𝐵1(𝑖, 𝑤) = 𝐵1(𝑖, 𝑣);

∙ 𝐶1 : Agt × ℒACT ×𝑊 −→ N is a cost function such that, for each 𝑖 ∈ Agt , 𝛼 ∈ ℒACT, and
𝑤, 𝑣 ∈𝑊 , it holds that:

(F1) if 𝑤𝑅𝑖𝑣 then 𝐶1(𝑖, 𝛼, 𝑤) = 𝐶1(𝑖, 𝛼, 𝑣);

EXECUTABILITY FOR PHYSICAL ACTIONS

∙ 𝐴 : Agt ×𝑊 −→ 2𝐴𝑡𝑚𝐴 is an executability function for physical actions such that, for each
𝑖 ∈ Agt and 𝑤, 𝑣 ∈𝑊 , it holds that:

(G1) if 𝑤𝑅𝑖𝑣 then 𝐴(𝑖, 𝑤) = 𝐴(𝑖, 𝑣);

BUDGET AND COSTS FOR PHYSICAL ACTIONS

∙ 𝐵2 : Agt ×𝑊 −→ Amounts is a budget function for physical action, such that, for each
𝑖 ∈ Agt , and 𝑤, 𝑣 ∈𝑊 , it holds that:

(E2) if 𝑤𝑅𝑖𝑣 then 𝐵2(𝑖, 𝑤) = 𝐵2(𝑖, 𝑣);

∙ 𝐶2 : Agt × AtmA ×𝑊 −→ Amounts is a cost function for physical action, such that, for
each 𝑖 ∈ Agt , 𝜑𝐴 ∈ AtmA, and 𝑤, 𝑣 ∈𝑊 , it holds that:

(F2) if 𝑤𝑅𝑖𝑣 then 𝐶2(𝑖, 𝜑𝐴, 𝑤) = 𝐶2(𝑖, 𝜑𝐴, 𝑣);

AGENTS’ ROLES

∙ 𝐻 : Agt ×𝑊 −→ 2𝐴𝑡𝑚𝐴 is an enabling function for physical actions such that, for each
𝑖 ∈ Agt and 𝑤, 𝑣 ∈𝑊 , it holds that:

(G2) if 𝑤𝑅𝑖𝑣 then 𝐻(𝑖, 𝑤) = 𝐻(𝑖, 𝑣);

PREFERENCES ON PHYSICAL ACTIONS

∙ 𝑃 : Agt ×𝑊 ×AtmA −→ N is a preference function for physical actions 𝜑𝐴 such that, for
each 𝑖 ∈ Agt and 𝑤, 𝑣 ∈𝑊 , it holds that:

(H1) if 𝑤𝑅𝑖𝑣 then 𝑃 (𝑖, 𝑤, 𝜑𝐴) = 𝑃 (𝑖, 𝑣, 𝜑𝐴);

For each 𝑖 and 𝑤, the function 𝑃 induces a preference order ⪯𝑖,𝑤 on Atm𝐴, such that
𝜑𝐴 ⪯𝑖,𝑤 𝜑

′
𝐴 iff 𝑃 (𝑖, 𝑤, 𝜑𝐴) ≤ 𝑃 (𝑖, 𝑤, 𝜑′𝐴).

EQUIVALENCE OF PHYSICAL ACTIONS

∙ 𝑄 : AtmA ×𝑊 −→ 2𝐴𝑡𝑚𝐴 is a function describing a partition of 𝐴𝑡𝑚𝐴 in equivalence
classes (i.e., 𝑄 associates each physical action with its equivalence class), such that for each
𝑖 ∈ Agt and 𝑤, 𝑣 ∈𝑊 , it holds that:

(I1) if 𝑤𝑅𝑖𝑣 then 𝑄(𝜑𝐴, 𝑤) = 𝑄(𝜑𝐴, 𝑣);



∙ 𝐹 : Agt ×𝑊 × ℒACT −→ ℒACT is a selector function for physical actions that, given 𝑖
and 𝑤, selects one physical action 𝐹 (𝑖, 𝑤, 𝜑𝐴) from the equivalence class of 𝜑𝐴. Namely, it
holds that 𝐹 (𝑖, 𝑤, 𝜑𝐴) ∈ 𝑄(𝜑𝐴, 𝑤) ∧ ∀𝜑′𝐴 ∈ 𝑄(𝜑𝐴, 𝑤) 𝜑

′
𝐴 ⪯𝑖,𝑤 𝜑𝐴. For each 𝑖 ∈ Agt and

𝑤, 𝑣 ∈𝑊 , it holds that:

(I2) if 𝑤𝑅𝑖𝑣 then 𝐹 (𝑖, 𝑤, 𝜑𝐴) = 𝐹 (𝑖, 𝑣, 𝜑𝐴).

Let us briefly describe the intended features shaped by the packages introduced by Def. 2.2.
Notice that the concrete implementation, in a real MAS, the specification of some packages
might depend on other packages (for example, in what follows we will describe a possible
implementation of 𝐹 that relies on the function 𝑃 ).

For an agent 𝑖, 𝐸(𝑖, 𝑤) is the set of mental actions that 𝑖 can execute at world 𝑤. To execute
a mental action, 𝑖 has to pay the cost 𝐶1(𝑖, 𝛼, 𝑤). 𝐵1(𝑖, 𝑤) is the budget that 𝑖 has (in 𝑤)
to perform mental actions. As mentioned, concerning physical actions, we are interested in
modeling situations where performing an action may require multiple resources. Hence, the
cost 𝐶2(𝑖, 𝜑𝐴, 𝑤) of an action 𝜑𝐴 (for agent 𝑖 in world 𝑤) is a tuple in Amounts , while the
available budget is described by 𝐵2(𝑖, 𝑤). For an agent 𝑖, the set of physical actions it can execute
at 𝑤 is 𝐴(𝑖, 𝑤). Equivalence between physical actions is determined by function 𝑄. That is,
𝑄(𝜑𝐴, 𝑤) is the set of physical actions that are equivalent to 𝜑𝐴 in 𝑤. Roles of agents (that, as
we will see, affects the capability of agents in a group to execute actions) is described through 𝐻 .
Namely, 𝐻(𝑖, 𝑤) is the set of physical actions that agent 𝑖 is enabled by its group to perform
(recall that, at each time instant, an agent belongs to a single group). Agent’s preference on
execution of physical actions is determined by the function 𝑃 . For an agent 𝑖, and a physical
action 𝜑𝐴, the value of 𝑃 (𝑖, 𝑤, 𝜑𝐴) should be intended as a degree of willingness of agent 𝑖 to
execute 𝜑𝐴 at world 𝑤. Analogously to property (C2) imposed in Def. 2.1, the constrain (D1)
imposes that agent 𝑖 always knows which mental actions it can perform and those it cannot, but
if two situations/worlds are equivalent as concerns background knowledge, then they cannot be
distinguished through the executability of actions. Similar “indistinguishability’ requirements are
imposed for each package by conditions (E1), (F1), (F2), (G1), (H1), (G2), (H2), (I1), and (I2).

Let us give some hints on how the functions 𝑃 and 𝐹 might be actually implemented in a
concrete MAS. As concerns 𝑃 , we assume defined (e.g., by the MAS designer) a preference
relation among (equivalent) actions, for any agent 𝑖. In practice, this relation might be obtained
by exploiting some specific reasoning module. Some possibilities in this sense are described
in [25, 26]. Similarly, as for all packages, a specific module in the MAS implementation may
be devoted to realize the selector function 𝐹 . Here we outline a simple option in defining 𝐹 ,
relying on the availability of functions 𝐵2, 𝐶2, and 𝑄. Given an agent 𝑖, a world 𝑤, and an action
𝜑𝐴, let 𝒜 = {𝜑′𝐴|𝜑′𝐴 ∈ 𝑄(𝜑𝐴, 𝑤) ∧ 𝐶2(𝑖, 𝜑

′
𝐴, 𝑤) ≤ 𝐵2(𝑖, 𝑤)} and 𝒜′ ⊆ 𝒜 such that for each

𝜑′𝐴 ∈ 𝒜′ the value sum(𝐶2(𝑖, 𝜑
′
𝐴, 𝑤)) is minimal among the elements of 𝒜. Finally, select the

preferred element to be the ⪯𝑖,𝑤-maximal element of 𝒜′ (i.e., the action 𝜑′′𝐴 with the larger value
of 𝑃 (𝑖, 𝑤, 𝜑′′𝐴). In case of multiple options, any deterministic criterion can be applied).

2.2.1. Truth Conditions

Truth values of L-DINF formulas are inductively defined as follows. Given a model 𝑀 (cf.,
Definitions 2.1 and 2.2), 𝑖 ∈ Agt , 𝐺 ∈ Grp, 𝑤 ∈ 𝑊 , and a formula 𝜙 ∈ ℒL-INF, we introduce



this shorthand notation: ‖𝜙‖𝑀𝑖,𝑤 = {𝑣 ∈ 𝑊 : 𝑤𝑅𝑖𝑣 and 𝑀, 𝑣 |= 𝜙}, whenever 𝑀, 𝑣 |= 𝜙 is
well-defined (see below). Then, we set:

1. 𝑀,𝑤 |= 𝑝 iff 𝑝 ∈ 𝑉 (𝑤)

2. 𝑀,𝑤 |= Cl(𝜑𝐴, 𝜑
′
𝐴) iff 𝜑′𝐴 ∈ 𝑄(𝜑𝐴, 𝑤)

3. 𝑀,𝑤 |= exec𝐺(𝛼) iff ∃𝑖∈𝐺 with 𝛼 ∈ 𝐸(𝑖, 𝑤)

4. 𝑀,𝑤 |= pref _do𝑖(𝜑𝐴, 𝑑) iff 𝜑𝐴 ∈ 𝐴(𝑖, 𝑤𝐼) and 𝑃 (𝑖, 𝑤𝐼 , 𝜑𝐴) = 𝑑

5. 𝑀,𝑤 |= pref _do𝐺(𝑖, 𝜑𝐴) iff 𝑀,𝑤 |= pref _do𝑖(𝜑𝐴, 𝑑) for 𝑑 ∈ N such that 𝑑 =
max{𝑃 (𝑗, 𝑤, 𝜑𝐴) | 𝑗 ∈ 𝐺 ∧ 𝜑𝐴 ∈ 𝐴(𝑗, 𝑤) ∩𝐻(𝑗, 𝑤)}

6. 𝑀,𝑤 |= can_do𝐺(𝜑𝐴) iff ∃𝑖∈𝐺 with 𝜑𝐴 ∈ 𝐴(𝑖, 𝑤) ∩𝐻(𝑖, 𝑤) and 𝜑𝐴 = 𝐹 (𝑖, 𝑤, 𝜑𝐴)

7. 𝑀,𝑤 |= fCl 𝑖(𝜑𝐴) iff 𝜑𝐴 = 𝐹 (𝑖, 𝑤, 𝜑𝐴)

8. 𝑀,𝑤 |= ¬𝜙 iff 𝑀,𝑤 ̸|= 𝜙

9. 𝑀,𝑤 |= 𝜙 ∧ 𝜓 iff 𝑀,𝑤 |= 𝜙 and 𝑀,𝑤 |= 𝜓

10. 𝑀,𝑤 |= B𝑖𝜙 iff ||𝜙||𝑀𝑖,𝑤 ∈ 𝑁(𝑖, 𝑤)

11. 𝑀,𝑤 |= K𝑖𝜙 iff 𝑀, 𝑣 |= 𝜙 for all 𝑣 ∈ 𝑅𝑖(𝑤)

12. 𝑀,𝑤 |= 𝜙, for 𝜙 of the forms do𝐺(𝜑𝐴) and do𝑃𝑖 (𝜑𝐴), iff 𝜙 ∈ 𝑆(𝑤)

As mentioned, a physical action can be performed by a group of agents if at least one agent of
the group can do it. In this case, the level of preference for performing this action is set to the
maximum among those of the agents enabled to execute the action. In addition, the agent selects
(using 𝐹 ) among the enabled equivalent actions the one it prefers the most.

Notice that, in the above described semantics, a specific evaluation function 𝑆 deals with
formulas of the forms doG(𝜑𝐴) and doPi (𝜑A). These kind of formulas are, nevertheless, left
not axiomatized. This because doG(𝜑𝐴) refers to the practical execution of an action by some
kind of actuator, where in a robotic application this action can have physical effects. To find a
way for accounting for such expression, we choose to resort to a concept that has been called by
Weyhrauch in the seminal work [23] a semantic attachment, i.e., it is assumed that some device
exists, which connects an agent with its external environment in a way that is unknown at the
logical level. The aim of [23] was exactly to explain how formal systems could be used in AI by
being “mechanized” in a practical way, by providing ideas about a principled though potentially
running implementation of these systems. In our setting, an action is meant to be executed by
means of such a device, and, whenever successfully completed, it will be then recorded by means
of atoms of the form doPi (𝜑A); such records can greatly aid the agent’s subsequent reasoning
process and support the ability to provide explanations. Hence, we assume that the function 𝑆
reflects at the semantic level the presence of such semantic attachment mechanism. So that, the
semantics is concerned only with the relationship between doing and being enabled to do. A
similar treatment is done for join actions. Performing joinA(𝑖, 𝑗) imply that agents 𝑖, 𝑗 are now in
the same group. We assume that the execution of joinA(𝑖, 𝑗) affects the contents of the working
memories of the agents 𝑖 and 𝑗 (and consequently of the other members of their groups).

As mentioned, formulas of the form intend𝐺(𝜑𝐴) express agents’ intentions of performing
physical actions. In this paper we do not cope with the formalization of BDI (for which the reader
may refer, e.g., to [22]). So, we do not provide a specific semantics for intentions and treat them
rather informally, assuming also that intend𝐺(𝜑𝐴) represents the fact that all agents in 𝐺 intend
to perform 𝜑𝐴.

For any mental action 𝛼 performed by any agent 𝑖, we set:



13. 𝑀,𝑤 |= [𝐺𝐼 : 𝛼]𝜙 iff 𝑀 [𝐺:𝛼], 𝑤 |= 𝜙

where the model 𝑀 [𝐺:𝛼] is an updated version of the model 𝑀 , that takes into account the effect
that the execution of the mental action 𝛼 has on the sets of beliefs of 𝑖 and on the available budget.
Hence, 𝑀 [𝐺:𝛼] is obtained from 𝑀 by replacing the function 𝑁 and 𝐵1, with the function 𝑁 [𝐺:𝛼]

and 𝐵[𝐺𝐼 :𝛼]
1 , resp., defined as described below.

The action 𝛼 may add new beliefs by direct perception, by means of one inference step, or as a
conjunction of previous beliefs. Hence, when introducing new beliefs (i.e., performing mental
actions), the neighborhood must be extended accordingly. The following condition characterizes
the circumstances in which a mental action may be performed, and by which agent(s):

enabled𝑤(𝐺,𝛼) : ∃𝑗 ∈ 𝐺 (𝛼 ∈ 𝐸(𝑗, 𝑤) ∧ 𝐶1(𝑗,𝛼,𝑤)
|𝐺| ≤ minℎ∈𝐺𝐵1(ℎ,𝑤))

To handle the case of multiple enabled agents, we assume defined a predicate doer𝑤(𝑖, 𝐺, 𝛼) to
univocally select one among the enabled agents. Its definition might rely on any criteria, even
involving background knowledge and belief sets. For simplicity, let us define such predicate as:

doer𝑤(𝑖, 𝐺, 𝛼) ↔ 𝑖 = min{𝑗|enabled𝑤(𝑗,𝐺, 𝛼)}.

This condition, as defined above, expresses the fact that a mental action is enabled when:
at least an agent can perform it; and the “payment” due by each agent, obtained by dividing
the action’s cost equally among all agents of the group, is within each agent’s available budget
(this choice is inherited from L-DINF). In case more than one agent in 𝐺 can execute an action,
we implicitly assume the agent 𝑗 performing the action is the one corresponding to the lowest
possible cost. Namely, 𝑗 is such that 𝐶1(𝑗, 𝛼, 𝑤) = minℎ∈𝐺𝐶1(ℎ, 𝛼,𝑤). Other choices might
be viable, so variations of this logic can be easily defined simply by devising some other enabling
condition and, possibly, introducing differences in neighborhood update.

2.2.2. Belief Update

Updating an agent’s beliefs accounts to modify the neighborhood of the present world. The
updated neighborhood 𝑁 [𝐺:𝛼] resulting from execution of a mental action 𝛼 by a group 𝐺 of
agents is as follows.

• If 𝛼 is +𝜙, then, for each 𝑖 ∈ Agt and 𝑤 ∈𝑊 ,
𝑁 [𝐺:+𝜙](𝑖, 𝑤) = 𝑁(𝑖, 𝑤) ∪ {||𝜙||𝑀𝑖,𝑤}

if 𝑖∈𝐺 and doer𝑤(𝑖, 𝐺,+𝜙) holds. Otherwise, the neighborhood function does not change
(i.e., 𝑁 [𝐺:+𝜙](𝑖, 𝑤) = 𝑁(𝑖, 𝑤)).

• If 𝛼 is ↓(𝜓, 𝜒), then, for each 𝑖 ∈ Agt and 𝑤 ∈𝑊 ,
𝑁 [𝐺:↓(𝜓,𝜒)](𝑖, 𝑤) = 𝑁(𝑖, 𝑤) ∪ {||𝜒||𝑀𝑖,𝑤}

if 𝑖∈𝐺 and doer𝑤(𝑖, 𝐺, ↓(𝜓, 𝜒)) and 𝑀,𝑤 |= B𝑖𝜓 ∧K𝑖(𝜓 → 𝜒) hold. Otherwise, the
neighborhood function does not change (i.e., 𝑁 [𝐺:↓(𝜓,𝜒)](𝑖, 𝑤) = 𝑁(𝑖, 𝑤)).

• If 𝛼 is ∩(𝜓,𝜒), then, for each 𝑖 ∈ Agt and 𝑤 ∈𝑊 ,
𝑁 [𝐺:∩(𝜓,𝜒)](𝑖, 𝑤) = 𝑁(𝑖, 𝑤) ∪ {||𝜓 ∧ 𝜒||𝑀𝑖,𝑤}

if 𝑖∈𝐺 and doer𝑤(𝑖, 𝐺,∩(𝜓,𝜒)) and 𝑀,𝑤 |= B𝑖𝜓 ∧B𝑖𝜒. Otherwise, the neighborhood
function remains unchanged (i.e., 𝑁 [𝐺:∩(𝜓,𝜒)](𝑖, 𝑤) = 𝑁(𝑖, 𝑤)).



• If 𝛼 is ⊢(𝜓,𝜒), then, for each 𝑖 ∈ Agt and 𝑤 ∈𝑊 ,
𝑁 [𝐺:⊢(𝜓,𝜒)](𝑖, 𝑤) = 𝑁(𝑖, 𝑤) ∪ {||𝜒||𝑀𝑖,𝑤}

if 𝑖∈𝐺 and doer𝑤(𝑖, 𝐺,⊢(𝜓,𝜒)) and 𝑀,𝑤𝐼 |= B𝑖𝜓 ∧ B𝑖(𝜓 → 𝜒). Otherwise, the
neighborhood function remains unchanged: 𝑁 [𝐺:⊢(𝜓,𝜒)](𝑖, 𝑤) = 𝑁(𝑖, 𝑤).

• If 𝛼 is ⊣ (𝜓, 𝜒), then, for each 𝑖 ∈ Agt and 𝑤 ∈𝑊 ,
𝑁 [𝐺:⊣(𝜓,𝜒)](𝑖, 𝑤) = 𝑁(𝑖, 𝑤) ∖ {||𝜒||𝑀𝑖,𝑤}

if 𝑖∈𝐺 and doer𝑤(𝑖, 𝐺,⊣(𝜓, 𝜒)) and 𝑀,𝑤 |= B𝑖𝜓 ∧ K𝑖(𝜓 → ¬𝜒). Otherwise, the
neighborhood does not change (i.e., 𝑁 [𝐺:⊣(𝜓,𝜒)](𝑖, 𝑤) = 𝑁(𝑖, 𝑤)).

We write |=L-DINF 𝜙 to denote that 𝑀,𝑤 |= 𝜙 holds for all worlds 𝑤 of every model 𝑀 .

2.2.3. Budget Update for Mental Actions

If a mental action 𝛼 is executed by a group 𝐺, agent in 𝐺 has to contribute to cover the cost of
execution by consuming part of its budget. Hence, for each 𝑖 ∈ Agt and each 𝑤 ∈𝑊 , we set

𝐵
[𝐺:𝛼]
1 (𝑖, 𝑤) = 𝐵1(𝑖, 𝑤)− 𝐶1(𝑖, 𝛼, 𝑤)/|𝐺|,

if 𝑖∈𝐺, doer𝑤(𝑖, 𝐺, 𝛼) holds, and, depending on 𝛼, the same conditions described be-
fore to enable neighborhood updates are satisfied. Otherwise, the budget is preserved, i.e.,
𝐵

[𝐺:𝛼]
1 (𝑖, 𝑤)=𝐵1(𝑖, 𝑤). Clearly, the budget is preserved for those agents that are not in 𝐺.

2.2.4. Budget Update for Physical Action

Also execution of physical actions involves consumption of some amounts of resources. Hence,
the budget available for physical actions has to be updated accordingly. If an action 𝜑𝐴 is
performed by an agent 𝑖 at a world 𝑤, this involves a transition from 𝑤 to another world 𝑤′.
Moreover, if an action is executed, it means that enough resources are available and are consumed
to complete the action. The budget function satisfies this condition:

𝐵2(𝑖, 𝑤
′) = 𝐵2(𝑖, 𝑤)− 𝐶2(𝑖, 𝜑𝐴, 𝑤)

Remark 2.1. A comment is due concerning the action joinA(𝑖, 𝑗). We assume that whenever
an agent 𝑖 ∈ 𝐺 joins the group of another agent 𝑗 (by executing joinA(𝑖, 𝑗)), the neighborhood
function𝑁(𝑖, 𝑤) becomes equal to𝑁(𝑗, 𝑤), for each ℎ ∈ Agt . In case 𝑖 ∈ 𝐺 executes joinA(𝑖, 𝑖)
(i.e., it leaves 𝐺 and forms a new singleton group) then it maintains its current neighborhood
function, but without any binding with the belief set of the remaining agents in 𝐺.

Remark 2.2. In the actions ⊢(𝜙,𝜓) and ↓(𝜙,𝜓), the formula 𝜓 which is inferred and asserted
as a new belief can be of the forms can_do𝐺(𝜑𝐴) or do𝑖(𝜑𝐴). Conclusion do𝑖(𝜑𝐴) (from
can_do𝑖(𝜑𝐴) and possibly other conditions) implies that physical action 𝜑𝐴 is actually performed
by 𝑖. Actions are supposed to succeed by default, in case of failure a corresponding failure event
will be perceived by the agent (again, we rely on semantic attachment). The do𝑃𝑖 beliefs constitute
a history of the agent’s operation, so they might be useful for the agent to reason about its own
past behavior, and/or, importantly, they may be useful to provide explanations to human users.



2.3. Axiomatization

In previous works [1, 4, 3], a sound and complete axiomatic system has been proposed for L-INF
and L-DINF. For simplicity, below we recall the axiomatization of the core part of the logic only
(corresponding to the notion of core model introduced by Def. 2.1). The L-INF and L-DINF core
axioms and inference rules are (together with the usual axioms of propositional logic):

1. (K𝑖𝜙 ∧K𝑖(𝜙→ 𝜓)) → K𝑖𝜓;
2. K𝑖𝜙→ 𝜙;
3. ¬K𝑖(𝜙 ∧ ¬𝜙);
4. K𝑖𝜙→ K𝑖K𝑖𝜙;
5. ¬K𝑖𝜙→ K𝑖¬K𝑖𝜙;
6. B𝑖𝜙 ∧K𝑖(𝜙↔ 𝜓) → B𝑖𝜓;
7. B𝑖𝜙→ K𝑖B𝑖𝜙;
8. 𝜙

K𝑖𝜙
;

9. [𝐺:𝛼]𝑝↔ 𝑝;
10. [𝐺:𝛼]¬𝜙↔ ¬[𝐺:𝛼]𝜙;
11. [𝐺:𝛼](𝜙 ∧ 𝜓) ↔ [𝐺:𝛼]𝜙 ∧ [𝐺:𝛼]𝜓;
12. [𝐺:𝛼]K𝑖𝜙↔ K𝑖([𝐺:𝛼]𝜙);

13. [𝐺:+𝜙]B𝑖𝜓 ↔
(︁
B𝑖([𝐺:+𝜙]𝜓) ∨

(︀
doer𝑤(𝑖, 𝐺,+𝜙) ∧K𝑖([𝐺:+(𝜙)]𝜓 ↔ 𝜙)

)︀)︁
;

14. [𝐺:↓(𝜙,𝜓)]B𝑖𝜒 ↔
(︁
B𝑖([𝐺:↓(𝜙,𝜓)]𝜒) ∨

(︀
doer𝑤(𝑖, 𝐺, ↓(𝜙,𝜓)) ∧B𝑖𝜙∧

K𝑖(𝜙→ 𝜓) ∧K𝑖([𝐺:↓(𝜙,𝜓)]𝜒↔ 𝜓)
)︀)︁

;

15. [𝐺: ∩ (𝜙,𝜓)]B𝑖𝜒 ↔
(︁
B𝑖([𝐺: ∩ (𝜙,𝜓)]𝜒) ∨

(︀
doer𝑤(𝑖, 𝐺,∩(𝜙,𝜓)) ∧B𝑖𝜙∧

B𝑖𝜓 ∧K𝑖([𝐺: ∩ (𝜙,𝜓)]𝜒↔ (𝜙 ∧ 𝜓))
)︀)︁

;

16. [𝐺:⊢(𝜙,𝜓)]B𝑖𝜒 ↔
(︁
B𝑖([𝐺:⊢(𝜙,𝜓)]𝜒) ∨

(︀
doer𝑤(𝑖, 𝐺,⊢(𝜙,𝜓)) ∧B𝑖𝜙∧

B𝑖(𝜙→ 𝜓) ∧K𝑖([𝐺:⊢(𝜙,𝜓)]𝜒↔ 𝜓)
)︀)︁

;

17. [𝐺:⊣(𝜙,𝜓)]B𝑖𝜒 ↔
(︁
B𝑖([𝐺:⊣(𝜙,𝜓)]𝜒) ∨

(︀
doer𝑤(𝑖, 𝐺,⊣(𝜙,𝜓)) ∧B𝑖𝜙∧

K𝑖(𝜙→¬𝜓) ∧K𝑖

(︀
[⊣(𝜙,𝜓)]𝜒↔¬𝜓

)︀)︀)︁
;

18. intendG(𝜑A) ↔ ∀𝑖 ∈ 𝐺 intendi(𝜑A);
19. 𝜓↔𝜒

𝜙↔𝜙[𝜓/𝜒]
.

We write L-DINF ⊢𝜙 to denote that 𝜙 is a theorem of L-DINF.
The above axiomatization is sound for the class of L-INF models. Namely, all axioms are

valid and the two inference rules (8) and (19) preserve validity. In particular, soundness of
axioms (13)–(17) follows from the semantics of [𝐺 : 𝛼]𝜙, for each mental action 𝛼, as previously
defined. Recall that, as mentioned earlier in the paper, the axiomatization does not deal with
formulas of the forms doG(𝜑𝐴), as they are intended to be realized by a semantic attachment,
that connects an agent with its external environment.

As concerns completeness of the (core) axiomatization, a standard notion of canonical L-INF
model can be introduced. Then, strong completeness of the axiomatization can be proved by
applying a standard canonical-model argument (cf., [3, 6, 9]) and this leads to the following
result:

Theorem 2.1. L-DINF is strongly complete for the class of L-INF models.



3. Problem Specification and Inference: An Example

In this section, we propose an example of problem specification and inference in L-DINF.
Consider a group of 𝑛 agents, e.g., four, who are colleagues, work together over the weekend to
prepare banquets. They know that three of them are both able to prepare dishes, while the other
one is both able to prepare the mise en place. Below we show how our logic is able to represent
the situation, and the proceedings of this work. Each agent will initially have in its knowledge
base the fact K𝑖(intendG(prepare-banquet)) The physical actions are the following:

prepare-mise-en-place, prepare-starters, prepare-main-dish, prepare-dessert . (1)

Assume that the knowledge base of each agent 𝑖 contains the following rule, that specifies how
to reach the intended goal in terms of actions to perform:

K𝑖

(︀
intendG(prepare-banquet) → intendG(prepare-mise-en-place) ∧
intendG(prepare-starters) ∧ intendG(prepare-main-dish) ∧ intendG(prepare-dessert)

)︀
.

By axiom18, every agent will also have the following:

K𝑖

(︀
intendi(prepare-banquet) → intendi(prepare-mise-en-place) ∧
intendi(prepare-starters) ∧ intendi(prepare-main-dish) ∧ intendi(prepare-dessert)

)︀
.

Therefore, the following is entailed for each of the agents (1 ≤ 𝑖 ≤ 4):

K𝑖(intendi(prepare-banquet) → intendi(prepare-mise-en-place))
K𝑖(intendi(prepare-banquet) → intendi(prepare-starters))
K𝑖(intendi(prepare-banquet) → intendi(prepare-main-dish))
K𝑖(intendi(prepare-banquet) → intendi(prepare-dessert)).

(2)

Assume now that the knowledge base of each agent 𝑖 contains also the following rule, for
𝜑𝐴 = 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑚𝑖𝑠𝑒-𝑒𝑛-𝑝𝑙𝑎𝑐𝑒, 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑠𝑡𝑎𝑟𝑡𝑒𝑟𝑠, 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑚𝑎𝑖𝑛-𝑑𝑖𝑠ℎ, 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑑𝑒𝑠𝑠𝑒𝑟𝑡:

K𝑖(intendi(𝜑A) ∧ can_doi(𝜑A) ∧ fCl 𝑖(𝜑𝐴) → doi(𝜑A))

As previously stated, whenever an agent derives doi(𝜑A) for any physical action 𝜑𝐴, the
action is supposed to have been performed via some kind of semantic attachment which links
the agent to the external environment. However, doi(𝜑A) will be derived by means of some
mental action based upon the available rules. Such mental action can have a cost, that can be paid
either by the agent itself or by the group (according to the adopted policy of cost-sharing for this
group). According to the above rules, an agent can execute an action 𝜑𝐴 if it is able to derive
𝑐𝑎𝑛_𝑑𝑜𝑖(𝜑𝐴), and 𝜑𝐴 is the selected one among the viable equivalent actions (i.e., fCl 𝑖(𝜑𝐴) has
also been derived). Such conclusion will be drawn on the basis of the assessment performed
in external modules that concretely implement the model packages. These modules provide
the decision according to some kind of reasoning process in some formalism, with respect to
which the logic L-DINF is completely agnostic: modules will add the corresponding facts to each
agent’s knowledge base.



To get the agents do the actions listed in (1) four sequences of mental actions have to
be executed, yielding, respectively, conclusions of the forms doG(prepare-mise-en-place),
doG(prepare-starters), doG(prepare-main-dish), and doG(prepare-dessert), and causing
their addition to agents’ working memory. Such reasoning would consist in mental actions
of kind ∩ to form conjunctions from single facts, and mental actions of kind ↓ to apply knowledge
rule, i.e., given their preconditions, draw the conclusions. In particular, given the initial general
intention by the group, it will be possible to derive the practical goal, in terms of the conjunction
of actions to be performed by the group. From its own specialized rules and the available facts
about enabling and willingness, the execution of each action by some agent 𝑖 will be then derived.
Note that, there can be unlucky situations where no agent is enabled to perform some action, or
that the one allowed is not willing, or that there is not enough budget. In this case, the goal fails.

Let 𝛼1–𝛼4 be the last mental actions performed at the end of the mentioned four sequences of
mental inferences (that lead to derive the 𝑑𝑜𝑖(𝜑𝐴), for 𝜑𝐴 among the actions in (1)), respectively.
For how such mental actions are treated we can refer to [6]. Let us focus on physical actions and
their equivalence classes that we assume to be specified by function 𝑄 so that:

𝑄(𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑚𝑖𝑠𝑒-𝑒𝑛-𝑝𝑙𝑎𝑐𝑒) = {𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑚𝑖𝑠𝑒-𝑒𝑛-𝑝𝑙𝑎𝑐𝑒}
𝑄(𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑠𝑡𝑎𝑟𝑡𝑒𝑟𝑠) = {𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑠𝑡𝑎𝑟𝑡𝑒𝑟𝑠, 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑚𝑎𝑖𝑛-𝑑𝑖𝑠ℎ, 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑑𝑒𝑠𝑠𝑒𝑟𝑡}
Moreover let the cost of physical actions be (where we do not list resources with null amounts):

𝐶2(𝑖, 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑚𝑖𝑠𝑒-𝑒𝑛-𝑝𝑙𝑎𝑐𝑒, 𝑤1) = (𝑡𝑎𝑏𝑙𝑒 : 5, 𝑐𝑢𝑡𝑙𝑒𝑟𝑦 : 10, 𝑡𝑎𝑏𝑙𝑒-𝑐𝑒𝑛𝑡𝑒𝑟 : 5),
𝐶2(𝑖, 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑑𝑒𝑠𝑠𝑒𝑟𝑡, 𝑤1) = (𝑠𝑢𝑔𝑎𝑟 : 4, 𝑓 𝑙𝑜𝑢𝑟 : 5, 𝑒𝑔𝑔 : 2),
𝐶2(𝑖, 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑠𝑡𝑎𝑟𝑡𝑒𝑟𝑠, 𝑤1) = (𝑎𝑝𝑝𝑒𝑡𝑖𝑧𝑒𝑟𝑠 : 5, 𝑑𝑟𝑖𝑛𝑘𝑠 : 5),
𝐶2(𝑖, 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑚𝑎𝑖𝑛-𝑑𝑖𝑠ℎ, 𝑤1) = (𝑠𝑎𝑢𝑐𝑒 : 2, 𝑝𝑎𝑠𝑡𝑎 : 10)

and the their budget are:

𝐵2(1, 𝑤1) = (𝑡𝑎𝑏𝑙𝑒 : 6, 𝑐𝑢𝑡𝑙𝑒𝑟𝑦 : 10, 𝑡𝑎𝑏𝑙𝑒-𝑐𝑒𝑛𝑡𝑒𝑟 : 7),
𝐵2(2, 𝑤1) = (𝑠𝑢𝑔𝑎𝑟 : 5, 𝑓 𝑙𝑜𝑢𝑟 : 7, 𝑒𝑔𝑔 : 4, 𝑎𝑝𝑝𝑒𝑡𝑖𝑧𝑒𝑟𝑠 : 4, 𝑑𝑟𝑖𝑛𝑘𝑠 : 4, 𝑠𝑎𝑢𝑐𝑒 : 2, 𝑝𝑎𝑠𝑡𝑎 : 9)

𝐵2(3, 𝑤1) = (𝑠𝑢𝑔𝑎𝑟 : 4, 𝑓 𝑙𝑜𝑢𝑟 : 5, 𝑒𝑔𝑔 : 1, 𝑎𝑝𝑝𝑒𝑡𝑖𝑧𝑒𝑟𝑠 : 5, 𝑑𝑟𝑖𝑛𝑘𝑠 : 5)

𝐵2(4, 𝑤1) = (𝑠𝑢𝑔𝑎𝑟 : 3, 𝑓 𝑙𝑜𝑢𝑟 : 5, 𝑒𝑔𝑔 : 2, 𝑎𝑝𝑝𝑒𝑡𝑖𝑧𝑒𝑟𝑠 : 1, 𝑑𝑟𝑖𝑛𝑘𝑠 : 1, 𝑠𝑎𝑢𝑐𝑒 : 5, 𝑝𝑎𝑠𝑡𝑎 : 20)

Considering the available resources, only agent 1 can perform 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑚𝑖𝑠𝑒-𝑒𝑛-𝑝𝑙𝑎𝑐𝑒, for
the other three action we choose the right one using the function 𝐹 . By assuming the definition
of 𝐹 described in Section 2.2, we have that agent 2 can perform 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑑𝑒𝑠𝑠𝑒𝑟𝑡, agent 3 can
perform 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑠𝑡𝑎𝑟𝑡𝑒𝑟𝑠 and agent 4 can perform 𝑝𝑟𝑒𝑝𝑎𝑟𝑒-𝑚𝑎𝑖𝑛-𝑑𝑖𝑠ℎ. After the execution
of these actions the new budget becomes (cf. Section 2.2.4):

𝐵2(1, 𝑤2) = (𝑡𝑎𝑏𝑙𝑒 : 5, 𝑡𝑎𝑏𝑙𝑒-𝑐𝑒𝑛𝑡𝑒𝑟 : 2),
𝐵2(2, 𝑤2) = (𝑠𝑢𝑔𝑎𝑟 : 1, 𝑓 𝑙𝑜𝑢𝑟 : 2, 𝑒𝑔𝑔 : 2, 𝑎𝑝𝑝𝑒𝑡𝑖𝑧𝑒𝑟𝑠 : 4, 𝑑𝑟𝑖𝑛𝑘𝑠 : 4, 𝑠𝑎𝑢𝑐𝑒 : 2, 𝑝𝑎𝑠𝑡𝑎 : 9)

𝐵2(3, 𝑤2) = (𝑠𝑢𝑔𝑎𝑟 : 4, 𝑓 𝑙𝑜𝑢𝑟 : 5, 𝑒𝑔𝑔 : 1)

𝐵2(4, 𝑤2) = (𝑠𝑢𝑔𝑎𝑟 : 3, 𝑓 𝑙𝑜𝑢𝑟 : 5, 𝑒𝑔𝑔 : 2, 𝑎𝑝𝑝𝑒𝑡𝑖𝑧𝑒𝑟𝑠 : 1, 𝑑𝑟𝑖𝑛𝑘𝑠 : 1, 𝑠𝑎𝑢𝑐𝑒 : 3, 𝑝𝑎𝑠𝑡𝑎 : 10)

It is relevant to comment about the role of past events. If the set of past events, which is a part of
an agent’s short-term memory, is made available to the external modules defining actions enabling
and degree of willingness, such recordings might be used, for instance, to define constraints
concerning actions execution.



4. Conclusions

In this paper we extended an epistemic logical framework previously introduced in [4, 3] and
originally designed to enable modeling and reasoning on group dynamics of cooperative agents.
In such framework, agents can perform actions and inferences on the base of their knowledge and
their beliefs. Agents can reason about mental and physical actions. The extension presented in
this paper enriches such a framework with the possibility of modeling costs involving multiple
resources consumption and specifying through particular components of the concrete MAS
(modules/packages) which physical actions to choose according to agent’s preferences, actions’
costs, and available resources.
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