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Abstract
The Software architecture of a system can be regarded as a consistent set of views to describe the sys-
tem. This paper focuses on the interaction between components in a system. These can be modeled
as choreographies, capturing all allowed interactions between the components. In this paper, we show
that it is feasible to analyze a composed set of these choreographies: a tree of choreographies in which
each member may refer to another. The two major components of the analysis are correctness by struc-
ture: a choreography needs to follow strict rules to guarantee soundness. Otherwise, the choreography
is transformed into a Petri net which is checked by an external tool. This paper shows the theoretical
techniques to verify a composed choreography, and implements the solutions into a single educational
modeler tool: INORA2.
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1. Introduction

The Software architecture describes a system as a coherent set of structures needed to reason
about the system [1]. These structures describe the relations between software elements. These
structures can be static, i.e., describing the design time elements and their arrangements, or
dynamic, i.e., the runtime elements and their interactions [1] As it is impossible to capture
the essence and detail of a system architecture in a single model, the system is considered in
terms of multiple views [2]. A viewpoint describes how a view can be modeled, by providing a
collection of patterns, templates and conventions to design and use a view [2]. One viewpoint is
the functional viewpoint, which describes the functional elements, their interfaces and primary
interactions with the system. Another viewpoint is the concurrency viewpoint that maps
functional elements to concurrency units and shows it coordination.

A main challenge in any software architecture is to keep all views and models consistent.
Most modelling notations only focus on one specific aspect of the system. For example, to model
a single system, a Functional Architecture Model (FAM) [3] can be used to model the software
elements and their dependencies, while Business Process Model and Notation (BPMN) 1 is used
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to model the flow of information. Although there is a clear relation between the features in
the FAM and the activities in the BPMN diagrams, creating and maintaining this mapping is a
manual task, and thus remains error prone.

Architectural Description Languages (ADLs) combine different views and notations to assist
the architect in creating a consistent description of a system. However, their main disadvantage
is that they typically require to model the complete system to be able to reason over the system.
As such, their overhead in modeling very quickly becomes rather a burden than an advantage [4].
Another disadvantage is that most ADLs are only semi-formal, i.e., they do not allow for formal
analysis of properties, such as the absence of deadlocks and livelocks.

In this paper, we build upon the ideas described in [5], and introduce the interaction-oriented
software architecture (INORA). It combines a functional view on the system to describe the or-
ganisation of the software elements, with choreographies [6] to model the interactions between
these elements. These choreographies are automatically translated into a set of components
that allow for formal verification using LoLA [7]. Rather than modeling the complete system
in a formal notation, the architect only needs to design the component interactions. As a
choreography only describes a single conversation between a set of participants, the proposed
approach allows to realise the choreographies into a single system automatically. As we show,
if the architect limits themselves in the used constructs, the approach guarantees correctness
by design.

The remainder of this paper is structured as follows. In the next section, we introduce Open
Nets, a class of Petri nets to model asynchronously communicating systems upon which our
approach builds. Section 3 discusses choreographies and their translation to Petri nets. In
Section 4, we present INORA and discuss its framework and tool support. Last, Section 5
concludes the paper, discussing limitations of the approach and future work.

2. Asynchronously Communicating Systems

In this section, we introduce the basic notions of Petri nets, and show how these can be used to
model Open Nets, that are used to reason over the communication between components.

2.1. Basic Notions

Let 𝑆 and 𝑇 be possibly infinite sets. The powerset of 𝑆 is denoted by 𝒫(𝑆) = {𝑆′ | 𝑆′ ⊆ 𝑆}
and |𝑆| denotes the cardinality of 𝑆. Sets 𝑆 and 𝑇 are disjoint if 𝑆 ∩ 𝑇 = ∅, with ∅ denoting
the empty set. Given disjoint sets 𝑆 and 𝑇 , and sets 𝑉 and 𝑈 , the composition of two functions
𝑓 : 𝑆 → 𝑈 and 𝑔 : 𝑇 → 𝑉 , denoted by 𝑓 ∪ 𝑔, is defined by (𝑓 ∪ 𝑔)(𝑥) = 𝑓(𝑥) if 𝑥 ∈ 𝑆 and
(𝑓 ∪ 𝑔)(𝑥) = 𝑔(𝑥) if 𝑥 ∈ 𝑇 .

A sequence over 𝑆 of length 𝑛 ∈ N is a function 𝜎 : {1, . . . , 𝑛} → 𝑆 where where N =
{0, 1, 2, 3, . . .} describes the set of all natural numbers, including 0. If 𝑛 > 0 and 𝜎(𝑖) = 𝑎𝑖,
for 1 ≤ 𝑖 ≤ 𝑛, we write 𝜎 = ⟨𝑎1, . . . , 𝑎𝑛⟩. The length of a sequence 𝜎 is denoted by |𝜎|. The
sequence of length 0 is called the empty sequence, and is denoted by 𝜖. The set of all finite
sequences over 𝑆 is denoted by 𝑆*. We write 𝑎 ∈ 𝜎 if there is 1 ≤ 𝑖 ≤ |𝜎| such that 𝜎(𝑖) = 𝑎.

A Petri net is a tuple 𝑁 = (𝑃, 𝑇, 𝐹 ) with 𝑃 and 𝑇 two disjoint sets of places and transitions,
respectively, and a flow relation 𝐹 ⊆ (𝑃 × 𝑇 )∪ (𝑇 ×𝑃 ). The elements of 𝑃 ∪ 𝑇 are called the
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nodes of 𝑁 . Elements of 𝐹 are called arcs. Places are depicted as circles, transitions as squares.
For each element (𝑛1, 𝑛2) ∈ 𝐹 an arc is drawn from 𝑛1 to 𝑛2. Given a node 𝑛 ∈ 𝑃 ∪ 𝑇 , we
define its preset ∙

𝑁 𝑛 = {𝑚 | (𝑚,𝑛) ∈ 𝐹} and its postset by 𝑛∙
𝑁 = {𝑚 | (𝑛,𝑚) ∈ 𝐹}. If the

context is clear, we omit the subscript.
A marking of 𝑁 is a function 𝑚 : 𝑃 → N that describes the configuration of tokens in each

of the places of 𝑁 . The set of all possible markings of 𝑁 is denoted by M(𝑁). A Petri net 𝑁
with corresponding marking 𝑚 is written as (𝑁,𝑚) and is called a marked Petri net. Given
a marked Petri net (𝑁,𝑚), a transition 𝑡 is enabled if all its input places contain at least one
token, i.e., ∀𝑝 ∈ ∙𝑡 : 𝑚(𝑝) > 0. An enabled transition can fire. Firing transition results in
a new marking 𝑚′, denoted as (𝑁,𝑚)[𝑡⟩(𝑁,𝑚′), with 𝑚′(𝑝) + 𝑤((𝑝, 𝑡)) = 𝑚(𝑝) + 𝑤((𝑡, 𝑝))
with 𝑤(𝑓) = 1 iff 𝑓 ∈ 𝐹 and 𝑤(𝑓) = 0 otherwise. We lift Firing of transitions to sequences
in a standard way. A sequence 𝜎 ∈ 𝑇 * is called a firing sequence from (𝑁,𝑚0) if markings
𝑚1, . . .𝑚𝑛 exist such that (𝑁,𝑚𝑖−1)[𝜎(𝑖)⟩(𝑁,𝑚𝑖) for all 1 ≤ 𝑖 ≤ |𝜎|. The set of all reachable
markings from (𝑁,𝑚) is defined by ℛ(𝑁,𝑚) = {𝑚′ | ∃𝜎 ∈ 𝑇 * : (𝑁,𝑚)[𝜎⟩(𝑁,𝑚′)}.

Several classes of Petri nets exist. A Petri net (𝑃, 𝑇, 𝐹 ) is called a state machine iff |∙𝑝| ≤ 1
and 𝑝∙| ≤ 1 for all places 𝑝 ∈ 𝑃 . It is called a marked graph iff |∙𝑡| = |𝑡∙| = 1 for all transitions
𝑡 ∈ 𝑇 . A workflow net is a tuple 𝑊 = (𝑃, 𝑇, 𝐹, 𝑖, 𝑓) with (𝑃, 𝑇, 𝐹 ) a Petri net, 𝑖 ∈ 𝑃 its
initial place such that ∙𝑖 = ∅, 𝑓 ∈ 𝑃 its final place such that 𝑓∙ = ∅ and all nodes 𝑛 ∈ 𝑃 ∪ 𝑇
are on a path from 𝑖 to 𝑓 . A workflow nets is called sound if (1) [𝑓 ] ∈ ℛ(𝑊, [𝑖]) and (2)
𝑚(𝑓) > 1 =⇒ 𝑚 = [𝑓 ] for all 𝑚 ∈ ℛ(𝑁, [𝑖]), where [𝑝] denotes the marking with a single
token in place 𝑝, i.e., [𝑝](𝑟) = 1 iff 𝑝 = 𝑟 and [𝑝](𝑟) = 0 otherwise.

2.2. Open Nets and Their Composition

A set of asynchronously communicating components interact via message passing: messages
are sent and received by components. The approach we follow is based on Open Nets [8]. In an
Open Net, message passing is modeled via interface places. An interface place is either an input
place, receiving messages from other components, or an output place, that sends messages to
other components.

Definition 1 (Open Net). An Open Net is a tuple (𝑃, 𝐼,𝑂, 𝑇, 𝐹, 𝑖,Ω) where

• (𝑃 ∪ 𝐼 ∪𝑂, 𝑇, 𝐹 ) is a Petri net;

• 𝑃 is the set of internal places;

• 𝐼 is the set of input places, such that ∙𝐼 = ∅;

• 𝑂 is the set of output places, such that 𝑂∙ = ∅;

• Transitions are connected to at most one interface place: |(∙𝑡 ∪ 𝑡∙) ∩ (𝐼 ∪ 𝑂)| ≤ 1 for all
𝑡 ∈ 𝑇 ;

• Any interface place is connected to at most one transition: |∙𝑝 ∪ 𝑝∙| = 1 for all 𝑝 ∈ 𝐼 ∪𝑂;

• 𝑖 : 𝑃 → N is the initial marking; and

• Ω ⊆ 𝑃 → N is the set of final markings.
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Places 𝐼 ∪ 𝑂 are called the interface of 𝑁 . The skeleton of 𝑁 considers 𝑁 without its interface
places, and is defined by 𝒮(𝑁) = (𝑃, 𝑇, 𝐹 ). If 𝒮(𝑁) is a state machine, 𝑁 is called an S-Net.

As transitions are connected to at most one interface place, each transition has a sign,
indicating whether the transition sends or receives messages from the interfaces.

Definition 2 (Sign). Let 𝑁 = (𝑃, 𝐼,𝑂, 𝑇, 𝐹, 𝑖,Ω) be an Open Net. The sign of a transition
is defined by the function sign𝑁 : 𝑇 → { !, ?, 𝜏} such that for any transition 𝑡, sign(𝑡) = ! if
𝑡∙𝑁 ∩ 𝑂 ̸= ∅, sign(𝑡) = ? if ∙

𝑁 𝑡 ∩ 𝐼 ̸= ∅ and sign(𝑡) = 𝜏 otherwise. If the context is clear, the
subscript 𝑁 is omitted.

As correctness notion for Open Nets, we extend soundness to the internal behavior of an Open
Net, i.e., the skeleton of the Open Net should be weakly terminating and properly completing.

Definition 3 (Soundness). Let 𝑁 = (𝑃, 𝐼,𝑂, 𝑇, 𝐹, 𝑖,Ω) be an Open Net. It is sound iff:

• 𝒮(𝑁) is weakly terminating, i.e., ∀𝑚 ∈ ℛ(𝒮(𝑁), 𝑖) an 𝑓 ∈ Ω exists such that 𝑓 ∈
ℛ(𝒮(𝑁),𝑚); and

• 𝒮(𝑁) is properly completing, i.e., ∀𝑚 ∈ ℛ(𝒮(𝑁), 𝑖) if an 𝑓 ∈ Ω exists such that 𝑓(𝑝) ≤
𝑚(𝑝) for all places 𝑝 ∈ 𝑃 , then 𝑚 = 𝑓 .

Figure 1 shows two Open Nets, 𝑁 and 𝑀 . Both nets share five interface places, 𝑎, 𝑏, 𝑐, 𝑑, and
𝑒. Places 𝑎, 𝑐 and 𝑑 are output places for 𝑁 and input places for 𝑀 . Similarly, places 𝑏 and 𝑒
are input places for 𝑁 and output places for 𝑀 . Net 𝑁 has four additional interface places:
input places ℎ and 𝑜, and output places 𝑔 and 𝑛. If the set of final marking is the singleton set
containing the initial marking, then both 𝑁 and 𝑀 are sound.

Two Open Nets can be composed if their interfaces match: an input place of the one should
be an output place of the other, and vice versa. Their composition glues the common interface
places, which become internal places in the composition.

Definition 4 (Composition). Given two Open Nets 𝑁 = (𝑃𝑁 , 𝐼𝑁 , 𝑂𝑁 , 𝑇𝑁 , 𝐹𝑁 , 𝑖𝑁 ,Ω𝑁 ) and
𝑀 = (𝑃𝑀 , 𝐼𝑀 , 𝑂𝑀 , 𝑇𝑀 , 𝐹𝑀 , 𝑖𝑀 ,Ω𝑀 ) are composable, denoted by 𝑁 ⊕ 𝑀 , if and only if
(𝑃𝑁 ∪ 𝐼𝑁 ∪𝑂𝑁 ∪ 𝑇𝑁 ) ∩ (𝑃𝑀 ∪ 𝐼𝑀 ∪𝑂𝑀 ∪ 𝑇𝑀 ) = (𝐼𝑁 ∩𝑂𝑀 ) ∪ (𝑂𝑁 ∩ 𝐼𝑀 ).

Their composition is again an Open Net, denoted by 𝑁 ⊕𝑀 = (𝑃, 𝐼,𝑂, 𝑇, 𝐹, 𝑖,Ω) with

• 𝑃 = 𝑃𝑁 ∪ 𝑃𝑀 ∪𝑅;

• 𝐼 = (𝐼𝑁 ∪ 𝐼𝑀 ) ∖𝑅;

• 𝑂 = (𝑂𝑁 ∪𝑂𝑀 ) ∖𝑅;

• 𝑇 = 𝑇𝑁 ∪ 𝑇𝑀 ;

• 𝐹 = 𝐹𝑁 ∪ 𝐹𝑀 ;

• 𝑖(𝑝) = 𝑖𝑁 ∪ 𝑖𝑀 ;

• Ω = {𝑜𝑁 ∪ 𝑜𝑀 | 𝑜𝑁 ∈ Ω𝑁 , 𝑜𝑀 ∈ Ω𝑀};
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Figure 1: Two composable Open nets 𝑁 and 𝑀 .

where 𝑅 = (𝐼𝑁 ∩𝑂𝑀 ) ∪ (𝑂𝑁 ∩ 𝐼𝑀 ).

Consider nets 𝑁 and 𝑀 in Fig. 1. Their intersection only contains interface places of 𝑁 and
𝑀 such that input places of 𝑁 are an output place of 𝑀 , and vice versa. Hence, nets 𝑁 and 𝑀
are composable, resulting in 𝑁 ⊕𝑀 , where places 𝑎, 𝑏, 𝑐, 𝑑 and 𝑒 are internal places.

3. Modeling Interactions

As shown in the previous section, Open Nets can be used to model asynchronously communi-
cating systems. Two types of approaches can be identified for designing such systems. The first
type is to first create and verify the complete model and then divide it into separate components
(cf. [9]). The second type is to model the components individually, verify the individual compo-
nents, and then compose them (cf. [10]). The problem of the former is that it is very difficult to
maintain such models: once created and updated, the complete model needs to be revisited and
changes need to be tracked to the components. The problem of the latter is that compositional
verification is very hard [11, 12] and in general even undecidable [13]. One solution is to limit
the expressive power of models, thus guaranteeing soundness by construction [14]. All these
approaches have in common that the resulting model describe the inner working of components,
instead of their interactions. A different perspective on modeling the interaction between
components, is to design the message flow using choreographies. To analyse choreographies,
two properties need to be analysed: first, the message flow itself should be sound, and second,
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Participant P

BPMN Start event

XOR (Descision)
Gateway

AND (Parallel)
Gateway

BPMN End event

Participant A sends message MAB1 to Participant B

Figure 2: BPMN Choreography

there should exist a set of components that together can realise the message flow [15]. In the
remainder of this section, we introduce choreographies, and show one approach to generate a
possible realisation that can be verified. In addition, we show that for a specific class that are
realisable by construction: the structure of the choreography ensures its realisability.

3.1. Choreographies

Instead of modeling the behavior of individual components, choreographies models the flow
of messages between components [6]. An activity in a choreography resembles an interaction
between a sender and receiver via a message. In this way, the execution of a choreography
resembles a message-based conversation between a set of participants. A choreography describes
the set of all possible conversations between these participants. In our setting, these participants
resemble software elements.

As of BPMN 2.0, a specific notation is added to support modeling choreographies. Similar
to BPMN, gateways are used to direct the message flows. Although many different types of
gateways exist, we follow the 7 process modeling guidelines [16], and limit the gateways to only
exclusive choice (XOR) and parallelism (AND). An example choreography is shown in Fig. 2.
In this example, two participants, 𝑃 and 𝑄, communicate. First Participant 𝑃 sends message
𝐴 to Participant 𝑄, after which Participant 𝑄 either sends message 𝐵, or message 𝐶 . After
this choice, both participants send a message to the other: participant 𝑃 sends message 𝐷 and
participant 𝑄 sends message 𝐸. Note that although BPMN adds an envelope icon to depict the
messages explicitly, we leave them out for readability.

3.2. Transformation to Petri Nets

As choreographies do not have a formal semantics, different translations exist to transform
choreographies to formal notations, such as Pi calculus [17], Event B [18], and Petri nets [19, 20].
An important property for choreographies is realisability: whether a set of components exist that
together implement exactly the same set of conversations as specified by the choreography [15].
In general, this property is undecidable [21, 15]. Instead, we follow a practical approach, and
generate for each participant a Petri net based on the choreography, and verify soundness
on their composition. Although this does not guarantee realisability, it provides a necessary
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Figure 3: Example Choreography and its translation to a composition of Open Nets

Table 1
Element-wise translation Choreography to Petri nets.

Choreography Petri net Choreography Petri net

StartEvent t1i1 o1 EndEvent t1i1 o1

1

n

..
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n

1
..

1
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..

mip
n

1

..

1

n
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t1i1

o1

on

..

1

n

..

t1

i1

o1

in

..

Protocol B t1i1 o1

correctness check. In this paper, we rely on the translation to Petri nets. Following the ideas
of [14], our proposed transformation consists of four steps:

1. Translate the choreography into a Petri net;

2. Duplicate the Petri net for each participant;

3. Generate for each message a place;

4. Connect the message places to each participant, based on their sign.

Table 1 shows the transformation rules to generate a Petri net from a choreography. The
translation is inspired by the existing translations [19, 20]. However, the transformation rule for
the XOR gateways differs in our setting. Instead of using silent transitions for each input and
output arc, we translate the XOR gateway to a single place. Although this translation would
generate erroneous models in general [20], it is required for interaction-based models. As an
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example, consider the choreography depicted in Fig. 3a. If in this choreography the XOR
gateway would be translated into two silent transitions, one for each leg, the resulting model
would become unsound, as both participants may choose a different leg. Instead, each choice
needs to be controlled by one of the participants [14].

In the second step, the generated Petri net is duplicated for each participant. Each transition
is annotated with the message it sends or receives. For the example choreography shown in
Fig. 3a, this results in two participant nets. Next, for each message, a place is generated. These
are the colored places in Fig. 3b. Next, for each transition in the participant the corresponding
message is connected: if in the choreography participant 𝑃 sends a message 𝐴, then the
corresponding transition in the participant net 𝑁𝑃 produces a token in place 𝐴. Similarly, if in
the choreography participant 𝑃 receives a message 𝐴, then the corresponding transition in the
participant net 𝑁𝑃 consumes a token from place 𝐴. This results in a a composable set of Open
Net, one for each participant, as shown in Fig. 3b.

3.3. Correctness by Construction

In general, the proposed translation does not guarantee soundness: If the choreography is
sound, it is not necessarily the case that the resulting composition is sound. For example, if two
participants can choose different legs of an XOR gateway, the choreography itself is sound, but
the composition is not. In this section, we show that for a class of choreographies, the proposed
transformation guarantees soundness.

State machines have only choices, and no concurrency. As shown in [22], any state machine
workflow net is sound and safe. For Open Nets, a similar property holds: any S-Net is sound
and safe. However, that does not guarantee that the composition of two S-Nets is sound.
The proposed translation results in identical Open Nets for each participant, i.e., for each
two participants, their Open Nets are isomorphic. As shown in [14], the composition of two
isomorphic S-Nets yield a sound model under certain conditions: for any interface places a
corresponding pair of isomorphic transitions should exist, in any choice, the sign of all transitions
should be the same, and any loops should contain both sending and receiving transitions. If
these conditions are met, we say that the composition agrees on the isomorphism.

Definition 5 (Composition agrees on isomorphism [14]). Given two S-Nets 𝐴 =
(𝑃𝐴, 𝐼𝐴, 𝑂𝐴, 𝑇𝐴, 𝐹𝐴, 𝑖𝐴,Ω𝐴) and 𝐵 = (𝑃𝐵, 𝐼𝐵, 𝑂𝐵, 𝑇𝐵, 𝐹𝐵, 𝑖𝐵,Ω𝐵) such that their skeletons
are isomorphic with respect to relation 𝜌, their composition 𝑁 = 𝐴⊕ 𝐵 agrees on 𝜌 if and only
if:

1. for all transitions 𝑡 ∈ 𝑇𝐴, 𝑡′ ∈ 𝑇𝐵 , a place 𝑠 ∈ 𝐺 exists such that {(𝑡, 𝑠), (𝑠, 𝑡′)} ⊆ 𝐹 or
{(𝑡′, 𝑠), (𝑠, 𝑡)} ⊆ 𝐹𝑁 if and only if 𝜌(𝑡) = 𝑡′;

2. all transitions in the postset of a place have the same sign, i.e., for all places 𝑝 ∈ 𝑃𝑁 , we
have: sign(𝑡1) = sign(𝑡1) for all transitions 𝑡1, 𝑡2 ∈ 𝑝∙𝑁 ;

3. for all markings 𝑚 ∈ ℛ(𝒮(𝐴), 𝑖𝐴) and non-empty firing sequences 𝜎 ∈ 𝑇 *
𝐴 such that

(𝒮(𝐴),𝑚)[𝜎⟩(𝒮(𝐴),𝑚), transitions 𝑡, 𝑢 ∈ 𝑇𝐴 exist such that sign(𝑡) = ! and sign(𝑢) = !.
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Theorem 1 (Soundness of Isomorphic S-Nets [14]). Let 𝐴 and 𝐵 be two S-Nets such that their
skeletons are isomorphic with respect to relation 𝜌, and their composition 𝐴⊕𝐵 agrees on 𝜌. Then
𝐴⊕𝐵 is sound.

In the remainder of this section, we translate these results of Open Nets to choreographies.
We say a choreography is well-behaving if:

1. it has two participants;

2. it contains exactly one start event and one end event;

3. all activities are on a path from the start event to the end event;

4. all activities have exactly one input and one output arc;

5. all its gateways are XOR, i.e., the choreography does not contain any parallellism;

6. all activities directly after an XOR gateway have the same sending participant;

7. in any loop each participant sends at least one message;

. In other words, the translation of a well-behaving choreography results in an S-Net.

Theorem 2. A well-behaving choreography is sound.

Proof. Let 𝐴 and 𝐵 be the two participants of the choreography. By rules 2-5, the transformation
rules of Table 1 return a state machine net 𝑁 . By step 2 of the algorithm, two participant nets
𝑁𝐴 and 𝑁𝐵 are constructed. As these nets are both isomorphic with 𝑁 , and hence, 𝑁𝐴 and
𝑁𝐵 are isomorphic as well. By steps 3 and 4 of the algorithm, any message place is between
two isomorphic transitions, thus satisfying the first condition of Definition 5. Rules 6 and 7 of
well-behaving choreographies correspond to the second and third condition of Definition 5.
Hence, the composition 𝑁𝐴⊕𝑁𝐵 agrees on the isomorphism, and thus 𝑁𝐴⊕𝑁𝐵 is sound.

4. Interaction-oriented Architectures

Choreographies describe all allowed conversations between a set of participants. In a software
system, not all software elements participate in all conversations, and many conversations
are repeated frequently, for example to send regular notifications. Architects typically model
these smaller “subconversations” rather than creating a large model that contains all possible
interactions. Creating such a model is very tedious and error-prone. In addition, verification
becomes very expensive as the many interleavings of independent conversations result in a state
explosion. Therefore, we propose Interaction Oriented Architecture (INORA), a a systematic
approach to design and analyze complex interactions between software elements. INORA allows
for modeling both the static and dynamic aspects in one model. It consists of an Interaction
Model and a set of Protocols.

The meta model of INORA is presented in Fig. 4. It consists of three parts: the Interaction
Model, the BPMN Choreography Diagrams, and the Representation, i.e., the views created by
the architect.
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Figure 4: INORA meta model

4.1. Interaction Model

The Interaction Models allows for defining the organization of components and displaying the
allowed interactions between those components. It provides an overview of the organization and
the interactions in the system to create a clear picture of the system as a whole. An Interaction
Model consists of zero or many containers. A container is either composite, i.e., it contains one
or more other containers, or it is atomic, i.e., it contains one or more functions (C2). We define
the parent, where parent( a , b ) entails that 𝑎 is the parent of 𝑏. The container cannot contain
itself or any of its parents (C1). The Interaction Model references zero or more protocols. A
protocol has at least two roles.

Protocols can be re-used between different functions. Therefore, we introduce the concept
protocol instance, which refers to a protocol. functions can participate in a protocol instance in
a role as defined by the corresponding protocol. Only one participant can instantiate a protocol
instance (C3). This results in the following constraints on the meta model:

C1 The transitive closure of 𝑝𝑎𝑟𝑒𝑛𝑡 is irreflective;

C2 A Container can either contain other Containers or one or multiple Functions;
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Figure 5: An example INORA model where a single function participates in two protocols.

C3 At most one Participant can instantiate a Protocol Instance.

An Interaction Model contains zero or more Protocols. A protocol is defined as a Choreography
consisting of a set of Activities and zero or more events. Each Activity contains two roles: a
sender and a receiver. An event refers to the execution of another protocol, and thus allows for
a hierarchy of protocols that are being executed to fulfill a protocol. Protocols can be expressed
in any modeling language that allows for the following concepts:

1. A message with a sender and a receiver.

2. A notion of choices in the execution path of the protocol.

3. A modeling element that can represent a using-relation or another protocol.

INORA supports having multiple views or representations of a single Interaction Model
definition. Formally, an Interaction Model can be represented by zero or more Views. Each view
contains zero or more Nodes. This allows us to hide certain nodes from a view. It is, for example,
possible to hide entire containers in a view to only show a certain part of the system.

4.2. Notation and Semantics

Figure 5 shows a view of an Interaction Model. The view depicts three containers: Component
1, Component 2 and Component 3. Component 1 consists of 2 functions, 𝐹1 and 𝐹4. Function
𝐹1 participates with function 𝐹2 of Component 2 in protocol 𝐴, function 𝐹2 participates in
protocol 𝐵 with function 𝐹3 of Component 3. Function 𝐹4 also participates with function 𝐹3,
in protocol 𝐶 . In INORA, we assume all protocol compositions to be trees. In other words, if a
function participates in two protocols, the function is duplicated for each protocol, as shown in
the right hand side of Fig. 5.

Events are used to model a hierarchical composition of choreographies, as shown in Fig. 6. As
we only allow trees of choreographies, functions do not depend on each other, thus ensuring no
cyclic dependencies can occur. In this way, INORA allows for compositional verification of the
system. As each refined protocol only communicates with other functions, a tree is constructed
following the principles as defined in [14]. Consequently, if each of the protocols is sound, the
complete interaction model is sound.
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Figure 6: Substituting reference to Protocol B with its choreography to construct a “composed struc-
ture”.

4.3. Tool Support

To support the translation and verification methods, a tool has been developed: INORA2 2. The
tool offers the following main functionalities:

1. modeling the interaction model (Fig. 7);

2. modeling and maintaining protocols as choreographies (Fig. 8);

3. automatically generating Petri nets and choreography trees;

4. running an step-wise analysis chain to verify whether protocol compositions are “correct”
(Fig. 9).

A user generally creates or loads a project, after which the interaction model must be
populated. The interaction model is the core of the project, as it creates the functionalities and
their components, and defines the hierarchy between them. Protocols are the detailed views
for each arc in the interaction models. Both these models can be modeled out in INORA2. The
tool also offers quality-of-life features to help users quickly draw out the interaction flows in

2The tool is freely available from: https://git.science.uu.nl/interaction-oriented-architecture
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Figure 7: The INORA2 interaction modeler with the controls and two side panels.

Figure 8: Modeling a protocol named “Protocol A” in the INORA2 modeler tool.

BPMN choreography format. When both the interaction model is (partially) populated, and the
necessary protocols are modeled out the user can kick-off an analysis.

The tool first tries to do a static analysis on the choreography, before it uses LoLA [7]
to analyse the translated Petri net. The analysis window starts a chain of events. First, it
creates the composition. Using the protocol on which the analysis is run as a starting position,
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Figure 9: An error in the protocol. INORA2 shows the firing sequence generated by LoLA.

it constructs the reference tree by recursively finding all protocols that can be reached by
reference. All of the referred protocols need to be sound for the composition to be sound.
Therefore, let 𝐴 be a composition referring to protocol B, all protocols in the composition
𝐴𝑐 = {𝐴,𝐵}, 𝑟(𝐴𝑐) = {(𝐴 → 𝐵)} are checked for soundness.

Secondly, the syntax of the protocol is checked. The tool checks for example whether each
protocol has a single start and end event, and whether all activities have a single input and
output arc. If all constraints hold, the semantics of the protocol is checked. Then, INORA2 tries
to generate a choreography tree. This proves correctness by construction. The protocol does
need to conform to very strict additional constraints, so the generation of the tree may fail if
there is a violation of the constraints.

The last step is to translate the choreography to a Petri net and verify their correctness using
DAME LoLA. It sends the Petri net to DAME LoLA and runs a list of formulae. For the first
version of INORA2, the decision was made to only check for weak termination. Let 𝑃 be all the
places in a Petri net and 𝑃Ω ⊂ 𝑃 all places that are end-event outputs, the formula used is:

𝐴𝐺(𝐸𝐹 (∀𝑝 ∈ 𝑃Ω : 𝑚(𝑝) = 1 ∧ ∀𝑝 ∈ 𝑃 ∖ 𝑃Ω : 𝑚(𝑝) = 0))

Finally, a conclusion is drawn on the soundness of the protocol. In case the protocol is not
sound, the architect can analyse the underlying Petri net, as shown in Fig. 9.
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5. Conclusions

In this paper, we propose Interaction-Oriented Architectures to model a system of asyn-
chronously communicating systems. In an Interaction-Oriented Architecture, the commu-
nication between software elements is modeled using choreographies. The interaction model
consists of a set of choreographies, such that if each of the choreographies is sound, the overall
interaction model is sound. To analyse the choreographies, we rely on Open Nets. We show that
if choreographies are well-behaving, a sound realisation exists, i.e., based on the structure of
the choreography, a sound realisation can be derived. The approach is implemented in the tool
INORA2, which supports the architect to design interaction models and choreographies. Under
the hood, the tool uses both syntax checkers as well as LoLA to verify correctness. The tool
demonstrates that it is feasible to use these techniques in modelers. Currently, the implemented
checks are limited to checking for weak termination: checking if all tokens from the initial
marking eventually always end up in all the end places, without any lingering tokens. There is
a wide variety of possible model-checking formulas, such as proper completion. In the future,
we want to extend the tool to allow the architect to define and verify their own, additional
formulae.

As the tool shows, it is feasible to automatically model-check interaction models and their
protocols. Though the steps, translations, and evaluations seem correct, we have not conducted
a case study or consulted professionals for their opinions. The developed tools (INORA2 and
DAME LoLA) are currently released as educational tools. Although they are developed with
usability in mind, it is not professionally developed software.

A limitation of the study is the visual representation of the generated feedback. We have
achieved a way to automatically translate, verify and display it outcomes in the INORA tool,
yet it lacks a way to display the information on the diagram itself. Although LoLA provides
an evidence path, and our mapping can translate this to a firing sequence in the translated
model, no visualisations exist that display the Petri net firing sequence on top of a choreography.
Providing more advanced feedback by translating the results of formal analysis techniques to
the architect is an essential next step.
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