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Abstract
Temporal Knowledge Graphs (TKGs) are an extension of Knowledge Graphs where facts are temporally
scoped. They have recently received increasing attention in knowledge management, mirroring an
increased interest in temporal graph learning within the graph learning community. While there have
been many systems proposed for TKG learning, there are many settings to be considered, and not all of
them are yet fully explored. In this position paper we identify a problem not yet approached, inductive
future time prediction on interval-based TKGs, and formalise it as a machine learning task. We then
outline several promising approaches for solving it, focusing on a neurosymbolic framework connecting
TKG learning with the temporal reasoning formalism DatalogMTL.
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1. Introduction

Knowledge graphs (KGs) are a simple yet powerful formalism for representing semi-structured
data, where nodes are entities of interest and directed edges are relations between entities [1].
A common KG format is RDF [2], where facts are triples (𝑠, 𝑟, 𝑜) with 𝑠 called the subject, 𝑟
the relation, and 𝑜 the object. Temporal Knowledge Graphs (TKGs) are an extension of KGs
where the validity of each fact is contextualised by temporal information, which shows when
the fact is true. TKGs can be classified by the types of temporal scopes they use into point-based
and interval-based TKGs [3]. In point-based TKGs, temporal annotations of facts are points in
time, and such facts are suitable for representing instantaneous events; for example, a temporal
fact (Obama, Visits, Canada)@2009 states that Barak Obama visited Canada in 2009. In turn,
interval-based TKGs allow for interval temporal annotations, and their facts can represent
continuous actions; for example, (Obama, IsPresidentOf, USA)@[2009,2017] represents Obama’s
presidency. Note that each point-based TKG can be seen as interval-based. Similarly to other
temporal graphs, TKGs can be classified as discrete and continuous, depending on the timeline
(i.e., set of time points) considered; however, discrete TKGs can always be seen as continuous [4].

KG completion is an important problem for static KGs [1], which aims to extend a presumably
incomplete KG with missing facts. This problem can be adapted to TKGs in two possible ways:
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dynamic link prediction and time prediction [5, 6]. Dynamic link prediction answers the question
‘What?’—that is, fills ‘?’ in incomplete temporal facts as (?, Visits, Canada)@2009—while time
prediction answers ‘When?’—that is, fills ‘?’ in, for example, (Obama, Visits, Canada)@?. The
time prediction task is the less researched one, though arguably more challenging; moreover,
systems developed for time prediction can usually also address the dynamic link prediction (see
Section 2 for an overview) .

There are several settings in which both the dynamic link prediction and time prediction tasks
can be addressed as ML tasks, specified by the way in which the training and validation/test
data relate to each other. The interpolation/extrapolation distinction [7] is made regarding time
scopes: if an ML model is restricted to the time points or intervals seen while training, it works
under interpolation, but if it can adapt to unseen times (e.g., future ones, relevant for forecasting),
it works under extrapolation. The transductive/inductive distinction [5], borrowed from the
static graph learning literature [8], is similar in spirit but concerns how the ML model deals with
unseen entities: if it can adapt to unseen entities it is inductive, and otherwise it is transductive.

In short, interval-based TKGs generalize point-based TKGs, time prediction is more chal-
lenging than dynamic link prediction, and the extrapolation and inductive settings are more
general than the interpolation and transductive ones. This motivates us to introduce and study
the ML task of inductive future time prediction on interval-based TKGs (ITKGs). We currenty
develop neural architectures for this problem, as well as explore connections of them to a
recent symbolic temporal reasoning language, DatalogMTL [9]. This position paper outlines
our current progress towards the design and evaluation of this neurosymbolic approach.

2. Related work

There are many systems developed for ML tasks on TKGs, though, as we will highlight in the
following, few of these systems consider ITKGs, few of them approach the time prediction task
and few of them work in the inductive setting—with no overlap that we are aware of.

The existing literature focuses predominantly on point-based TKGs [10, 11, 12, 13, 14, 15, 7, 16,
17, 18, 6], though some works consider interval-based TKGs [3, 19, 20, 21]. As for the timeline
type, there are some works viewing TKGs as snapshots of static graphs sampled at equidistant
time points, most notably RE-GCN [14] and RE-NET [7], thus working with a discrete timeline.
Yet, there are various works, both specifically for TKGs [11, 10, 3, 19, 18, 6], and in the larger
temporal graph learning community [4, 22, 23] which focus on continuous time.

Most of the existing TKG learning systems address the dynamic link prediction task [24,
11, 12, 13, 14, 15, 25, 26, 27, 28, 7, 18, 20], and only a few approach also time prediction [10, 3,
19, 16, 21, 29, 6], of which some are limited to time points [10, 16, 6], while others can predict
intervals [3, 19, 29]. Some time prediction methods, such as those employed by EvoKG [10],
GHNN [16] and Know-Evolve [6] for TKGs, and DyRep [22] for temporal networks, are based
on Temporal Point Processes, while the more recent systems that can predict time intervals,
such as TIMEPLEX [19] and TIME2BOX [3], use the greedy coalescing method [19].

As for the settings, there are some works focusing on interpolation [30, 31, 3, 18, 29], though
most systems target extrapolation [32, 10, 11, 33, 12, 13, 14, 15, 25, 7, 16, 17]. Yet, there are not
many inductive TKG systems, and their approaches are varied: TLogic [11] is based on temporal



graphs, FILT [34] on concept-aware mining, and TANGO [25] on neural ODEs [35]. If we look
at the broader static and temporal graph learning areas, inductive capabilities are often achieved
by using architectures based on Graph Neural Networks (GNNs) [22, 23, 36, 37, 8].

Most of the aftermentioned methods are neural in nature, with the notable exception of
TLogic [11], which mines temporal logical rules. Yet, the rules in TLogic are limited to time
points. On the symbolic side, there exist temporal logics that can deal with time intervals, such
as DatalogMTL [9]—a recently introduced formalism extending Datalog [38] to the temporal
dimension. Datalog is a rule-based logical language which can be used for static KG reasoning
and which has been utilised in neurosymbolic methods in KG learning [37]. While the connec-
tions of DatalogMTL and ITKG learning have not yet been explored, a DatalogMTL program
can generate new temporal facts via reasoning and could hence be seen as a predictor on ITKG
data. This predictor could be used for both dynamic link prediction and time prediction, could
work in an inductive setting (similar to Datalog for static KGs [37]), and could be restricted to
only generate facts with future temporal annotations — working in the extrapolation setting.

3. Problem formalisation

In this section, we formalise the problem that we study, starting from basic notions such as
temporal knowledge graphs and concluding with its cast as an ML task.

Let 𝒯 and ℛ be finite sets of types and relations, respectively, collectively called predicates 𝒫 ,
and let ℰ be an infinite set of entities, also known as constants. Let T be a timeline—that is, a set
of timepoints; in our context, it is either integers Z or rationals Q. We are interested in intervals
over T, and concentrate on the set IntT of non-empty closed intervals [𝑡1, 𝑡2] ⊂ T with 𝑡1 ≤ 𝑡2.
An interval of the form [𝑡1, 𝑡1] is punctual, and we may write it just 𝑡1.

A fact is a triple of the form (𝑒, type, 𝑇 ), where 𝑒 ∈ ℰ and 𝑇 ∈ 𝒯 , or of the form (𝑒1, 𝑅, 𝑒2),
where 𝑒1, 𝑒2 ∈ ℰ and 𝑅 ∈ ℛ. Then, a temporal fact is 𝜆@𝜌, where 𝜆 is a fact and 𝜌 ∈ IntT.

Definition 1. An interval-based temporal knowledge graph ( ITKG) over T is a set of facts
(which we call atemporal in this context) and temporal facts. An ITKG is a point-based temporal
knowledge graph (PTKG) if all the intervals in its temporal facts are punctual.

For an ITKG 𝐺, let Pred(𝐺) and Const(𝐺) denote the predicates and entities appearing in 𝐺,
respectively, and let Sig(𝐺) = Pred(𝐺) ∪ Const(𝐺).

Intuitively, an atemporal fact in an ITKG represents something that holds all the time, so it is
redundant to have a temporal version of this triple in the same ITKG; moreover, overlaps of
intervals for the same triple are also redundant. This motivates the following notion: an ITKG
𝐺 is in normal form if there is no 𝜆@𝜌 in 𝐺 with 𝜆 in 𝐺 (as an atemporal triple), and there
are no 𝜆@𝜌1 and 𝜆@𝜌2 in 𝐺 with 𝜌1 ∩ 𝜌2 ̸= ∅. It is straightforward to reduce an ITKG to an
ITKG in normal form in a unique way, and the resulting ITKG is semantically equivalent to the
original one. So, in the rest of this paper, we silently concentrate on normal ITKGs.

Every time point 𝑡 ∈ T limits the past subgraph 𝐺≤𝑡 of an ITKG 𝐺 over T that contains

• every atemporal fact 𝜆 in 𝐺;
• every fact 𝜆@[𝑡1, 𝑡

′
2] with 𝑡′2 = min(𝑡2, 𝑡) for a fact 𝜆@[𝑡1, 𝑡2] ∈ 𝐺.



Intuitively, future time prediction on ITKGs is the problem of predicting future temporal
facts of an ITKG 𝐺 on the base of its past counterpart 𝐺≤𝑡. To formalise this problem as an ML
task, we assume that every ITKG 𝐺≤𝑡 with 𝑡 the maximal time point in an interval of 𝐺≤𝑡 has
the (most probable) temporal completion 𝐺 with Sig(𝐺) = Sig(𝐺≤𝑡) such that 𝐺≤𝑡 is the past
graph of 𝐺 limited by 𝑡. In the following definition we will concentrate on time prediction—that
is, on predicting the nearest to 𝑡 maximal future interval for a given tuple or the absence of
such an interval. We also consider the general inductive prediction—that is, the setting where
the prediction function applies to any ITKG over the given predicates 𝒫 , while the entities may
be arbitrary. In particular, an inductive ML model trained on ITKGs with one set of entities
should be applicable to ITKGs with any other entities.

Definition 2. The inductive next interval function 𝑓next-int(𝐺≤𝑡, 𝜆) maps an ITKG 𝐺≤𝑡 over T
with Pred(𝐺≤𝑡) ⊆ 𝒫 and temporal completion 𝐺, and a triple 𝜆 over Sig(𝐺≤𝑡) to the smallest
interval [𝑡1, 𝑡2] such that 𝑡1 ≥ 𝑡, 𝑡2 > 𝑡, and 𝜆@[𝑡1, 𝑡2] ∈ 𝐺, if such an interval exists, and to
a special symbol ∅ otherwise; here, an interval [𝑡1, 𝑡2] is smaller than another interval [𝑡′1, 𝑡

′
2] if

𝑡1 < 𝑡′1 (note that, due to normalisation, we need not compare overlapping intervals).

Thus, the ML task of inductive future time prediction on ITKGs for the time domain T is to
learn (in a supervised way) the next interval function 𝑓next-int.

4. Proposed approaches

The main approach we would like to investigate is neurosymbolic in nature. We would like to
develop a framework in which we train a neural architecture for time interval prediction and
then extract a temporal logical program from the trained model that can generate the future
time intervals through the means of temporal reasoning. As baselines we will use purely neural
methods to make sure the neurosymbolic method has at least comparable empirical results.

4.1. Neurosymbolic architecture

Monotonic GNNs (MGNNs) [37] are a class of GNNs introduced for KG completion, which
generate the same facts on an input KG as the application of a set of Datalog [38] rules. Moreover,
for each trained MGNN model, the equivalent Datalog rules can be automatically extracted
[37], resulting in a neurosymbolic architecture that allows for a smooth switch between the two
paradigms. We are currently generalising this architecture to ITKGs, moving from Datalog to
its temporal counterpart, DatalogMTL. One of the key insights of the MGNN-based (static) KG
completion system is to encode the original graph into a different graph in which each (potential)
edge becomes a node, and the existence of a certain type or relation is given by a feature attached
to such a node. We exemplified in Figure 1 how this encoding could be expanded to ITKGs (with
some technical details omitted for simplicity). The nodes of the encoding are pairs of constants
in the original graph, edges link nodes that share constants, and the node features are indexed
by types and relations (which are Human, IsPresidentOf,Visits, IsPresidentOf −1,Visits−1 in our
example). However, while in the static case [37] the features indicate through Booleans the
truth values of types and relations (e.g. [0, 0, 0, 0, 1] for (Canada,Obama)), in our case they



contain the time intervals where the facts are true. In case of multiple time intervals we have
multiple node features; see features for (Canada,Obama). How and if MGNNs or other GNNs
can be modified to work in the temporal case is something we are currently researching.

Obama,Obama

Canada,Obama

Obama,US Biden,US

Biden,Biden

T ∅ ∅ ∅ ∅

∅ [2009, 2017] ∅ ∅ ∅

∅ ∅ ∅ ∅ [2009, 2009]

∅ ∅ ∅ ∅ [2016, 2016]

∅ [2021, 2023] ∅ ∅ ∅

T ∅ ∅ ∅ ∅

Figure 1: Edge-based graph transformation of the ITKG {(Obama, type,Human), (Biden, type,Human),
(Obama, IsPresidentOf,US)@[2009, 2017], (Biden, IsPresidentOf,US)@[2021, 2023], (Obama,Visits,
Canada)@2009, (Obama,Visits,Canada)@2016}

4.2. Benchmarks, baselines, and metrics

Existing works for time prediction on ITKGs [19, 3] evaluate time prediction performance on
the YAGO11k [29], Wikidata12k [29], and Wikidata114K [3] datasets. We will investigate if
these datasets can be turned into inductive benchmarks, as well as design new benchmarks
from other relevant datasets.

Regarding baselines, we believe that GraphMixer [39], a recent system based on the MLP-
Mixer architecture [40], is a good candidate due to its simplicity, and we plan to adapt it to
time prediction on ITKGs. We will also investigate GNN-based architectures with inductive
and continuous time capabilities such as DyRep [22], TGN [23], and EvoKg [10]. Some of these
architectures have time prediction capabilities, but they are limited to time points. For the
architectures where time interval prediction is not achievable through simple modifications,
we will employ the greedy coalescing method [19]. With regards to evaluation metrics, two
have been proposed for the interval time prediction task: aeIOU [19] and gaeIOU [3], of which
gaeIOU has more desirebale properties [3] and it is the one we will therefore concentrate on.

5. Conclusions and future work

In this paper we highlighted the more general views on TKGs (continuous and interval-based),
the different ML-based tasks approached in the literature (dynamic link and time prediction), and
the more general ML settings (extrapolative and inductive). We then formalised the future time
prediction task on interval-based TKGs, and proposed to extend a neurosymbolic framework
from the static KG case to approach this task, as well as provided a way of extending the graph
encoding from the static case. Our next steps are to adapt GNN-based architectures to work on
the encoded graph and explore DatalogMTL programs extraction from the trained models.
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