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Abstract

Within the last decade machine learning methods have shown remarkable results in pattern recognition tasks and behavior learning. However, when applied to real-world robotics tasks, these approaches have limitations, such as sample inefficiency and limited generalization to out-of-distribution samples. Despite the availability of precise physics in simulation engines, model-based reinforcement learning (RL) resorts to learning an approximation of these dynamics. On the other hand, optimal control approaches often assume a static, complete model of the world, addressing the simulation-reality gap by adding low level controllers. In order to handle these issues, we propose a hybrid simulator consisting of differentiable physics and rendering modules, which employ symbolic representations and reduce the model complexity of neural policies, while retaining gradient computation for model and behavior optimization. Moreover, this reduced parametric representation enables the use of Bayesian inference to estimate the uncertainty over physical parameters. This uncertainty quantification allows us to generate a curriculum of exploration behaviors for continuously improving the world model.
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1. Introduction

Despite remarkable success in pattern recognition and behavior learning tasks, developing intelligent robots remains a challenge for artificial intelligence algorithms [1]. Robots require an adaptable environment representation to plan movements under contact while interacting with objects with unknown properties such as mass, friction or shape. Moreover, performing tasks alongside humans requires autonomous systems that can explain their behavior and accurately quantify their uncertainty. The current machine learning paradigm addresses these issues by acquiring a large dataset of possible circumstances and testing generalization in an unseen fraction of our collected samples. However, this formulation has certain problems within the robotics domain [2]. The space of all possible robot experiences is too large and datasets for
certain robotic tasks require millions of samples. Moreover, optimizing millions of parameters to train a model may require power-intensive GPUs. As pointed out by [3, 4], deep networks and black-box AI in general ignore known physical equations and often remain uninterpretable solutions.

Thus, we propose an architecture that leverages new advances in inverse rendering [5, 6], differentiable physics [7, 8], probabilistic programming [9, 10, 11] and curriculum learning [12] to equip robots with an adaptable world model. We hypothesize, that our framework can be used to generate efficient exploration behaviors in order to quantify the scene parameters.

2. Approach

We propose to use a hybrid differentiable physics simulation which is a combination of a physics engine and neural networks, similar to the one illustrated in [13]. Extended with parameter uncertainty, the simulation becomes a probabilistic graphical model. The model parameters are updated when observations have been gathered by the execution of behaviors. The iterative model update and behavior optimization are inspired by the Estimation-Exploration Algorithm [14] and by maximizing model disagreement [15].

Figure 1 presents our approach to obtaining and updating a world model using exploration behaviors. Given a prior for all model parameters and an observation (an image of the scene), one can use Bayesian inference with a differentiable renderer to obtain the posterior over those parameters. These scene parameters include the object’s shape, pose, color material properties as well as the scene’s lighting. These identified quantities are used by the hybrid simulation to model interactions with a robot manipulator. Using our simulation, RL or trajectory optimization can generate behaviors in order to explore the environment further; for example, by lifting an object to validate its mass or pushing an object to obtain a friction model. Moreover, exploration can also capture an image from another perspective in order to validate an object’s dimension. The model is continuously updated using Bayesian inference until the model is accurate enough to generate the goal-oriented behavior specified by a user.

Tasks such as poking, pushing, pick-and-place, stacking, or billiard are used for evaluating approaches for building world models [16, 17, 18]. For instance, poking is used in [17] to learn an intuitive physical world model. We re-use these tasks as benchmarks and aim at pouring water and learning curling behaviors for unknown objects to test our framework’s generalization.
3. Adaptable world model representation

Differentiable physics and rendering Differentiable physics engines can be used by learning methods and optimal control and provide gradients for the optimization criteria. An overview of differentiable simulators and applications is outlined in Appendix A.1. The approach proposed in this paper uses a combination of differentiable physics simulation and a differentiable renderer to create a model of the world. Our differentiable simulator is hybrid and is augmented with neural networks to make it more data-efficient and generalizable than data-driven models, thereby allowing efficient reduction of sim-to-real gap [13]. The proposed rendering engine is built on JAX [19], which enables it to render images on CPU, GPU, and TPU. Additionally, it maintains compatibility with modern optimization libraries [20], deep learning frameworks [21], probabilistic programming languages [9], and posterior sampling libraries [22].

Probabilistic graphical model The world model can be represented as a probabilistic graphical model [23] in a hybrid differentiable physics simulation. It consists of multiple nodes corresponding to the simulation parameters associated to an object in the environment. Links between objects represent possible causal relationships. Optimizing probabilistic programs often resorts to sampling algorithms such as Markov Chain Monte Carlo (MCMC), which are known to be computationally expensive. In order to counter the computational costs of MCMC, probabilistic programming languages have been built using hardware-accelerated kernels [24]. Nevertheless, world models can be learned, as in [25, 26, 18] and can be used as environment representations for optimal control. Furthermore, the world model is not static but evolves w.r.t. changes in the environment, and it can be explicitly updated using causal interventions [27].

4. Simulation parameter estimation

Optimization of parameter distributions Uncertainty and noise are two major concerns in robotics [28]. Using active inference, agents improve the predictions made by the internal world model and behave in a way that prevents the occurrence of ambiguity [29]. In order to account for uncertainty, simulations are often enhanced by dynamics randomization or model ensembles making robot behaviors learned in simulation more robust for transfer to the real robot [30, 31, 32, 33]. Expert knowledge is required to set up the randomization mean and variance, which has been reduced via adaptive domain randomization in [34]. Robot specific choices of relevant parameters [35] and the computational effort of these sampling-based methods, can be overcome when the uncertainty of parameters is part of the simulation, and it is propagated to behavior outcomes. Thus, we propose to update model parameter distributions instead of single values. Given our prior distributions and observations, we compute the posterior of simulation parameters using MCMC as exemplified in Figure 3 in Appendix A.2.

Exploration Behaviors A white-box model of robot dynamics can be obtained by system identification with robot movements, explicitly optimized to obtain suitable data, called excitation trajectories. Our hybrid approach of model-based and data-driven simulation components can profit from a similar exploration strategy. Ideally, one would compute the expected entropy
reduction of each possible action for probing the environment. As this doesn’t scale well to large state spaces, local optimizations of the expected information gain have been proposed [36]. In [15], the idea of maximizing model disagreement is applied as an intrinsic motivation to explore the candidate models’ areas of uncertainty. As we model simulation parameters as distributions, we can define the loss function to explicitly reward uncertainty in the outcome. We expect this approach to explore the environment more effectively than using the sampling-based disagreement measure, since the latter relies on a fixed number of candidate models to only approximate parameter uncertainty.

5. Curriculum Learning with Complexity levels

Complexity levels The parameter set of a world model can become arbitrarily large, as the model is fine-tuned to represent reality more detailed. As shown by [37] a multi-fidelity simulation for RL, in which the same environment is modeled by simulations of different complexity, can reduce the training time spent in the more complex environments, including real trials. Simulations of lower and higher fidelity share parameters, making one complexity level profit from model improvements on another. We define an iterative approach to the minimum required complexity [38] that describes a world model, a policy and a reward model for a given task (see Table 2 in Appendix A.3). We expect that the search in the more abstract simulation is faster and thus a global search is feasible.

Automatizing the curriculum For a highly autonomous system improving its world model and behavior, the ability to switch between complexity levels is needed. In curriculum sets [39], the agent focuses on improving the modules for which it is making most progress, while in active domain randomization [33], the parameter distribution is adjusted automatically to select an intermediate level of difficulty. This is the driver of a curriculum as the learning agent improves on the given environment setting. Once the task is solved for the current simulation values, settings that were previously too difficult, become feasible at intermediate difficulty. Extending this principle to complexity levels, we can temporarily exclude reward model components as well as physical aspects to focus learning on a part of the policy and parameters as exemplified in Appendix A.4. We hypothesize that our learning framework will therefore allow sample efficient model updates with MCMC and policy updates with RL.

6. Conclusion and Outlook

This work presents our approach to overcoming the sample inefficiency of data-driven methods for estimating simulation parameters. In order to do so, behaviors for exploring the remaining world model uncertainties are generated and the uncertainty is quantified explicitly or via candidate model disagreement. For efficiently generating behaviors, deep RL and optimal control can use the gradients provided by the differentiable simulation directly. Creating an adaptable world model of appropriate complexity is addressed by automatizing a curriculum in which the model complexity is adapted based on experience gathered in the given scenario.
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A. Appendix

A.1. Differentiable physics simulation

Differentiable physics simulation is a computational tool that utilizes gradient-based techniques for learning and control of physical system [40]. During the past few years, it has been successfully applied in many areas, such as system identification [41, 42], design optimization [43, 44] and motion optimization [45, 46], as shown in Figure 2, which also emphasizes the wide range of potential applications. As mentioned in [47], leveraging the recent developments in automatic differentiation techniques and libraries [48, 49, 19, 50, 51], various differentiable physics engines have been proposed to address the control and parameter estimation issues for rigid bodies [47, 52, 53, 54, 55, 13, 56, 57], as listed and categorized in Table 1, and non-rigid bodies, such as cloth [58, 59] and fluid [60].

![Diagram of differentiable physics application](image)

**Figure 2:** Application of differentiable physics
### Table 1
Differentiable engines for articulated rigid bodies, extended from [47]

<table>
<thead>
<tr>
<th>Engine</th>
<th>Contacts</th>
<th>State</th>
<th>Collisions</th>
<th>Gradients</th>
<th>Language</th>
<th>URDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>MuJoCo [8]</td>
<td>custom</td>
<td>reduced</td>
<td>complete</td>
<td>finite</td>
<td>C++</td>
<td>support</td>
</tr>
<tr>
<td>Degrave et al. [53]</td>
<td>impulsive</td>
<td>maximal</td>
<td>primitives</td>
<td>auto</td>
<td>Theano</td>
<td>no</td>
</tr>
<tr>
<td>DiffTaiChi [54]</td>
<td>impulsive</td>
<td>maximal</td>
<td>primitives</td>
<td>auto</td>
<td>Taichi</td>
<td>no</td>
</tr>
<tr>
<td>TinyDiffSim [13]</td>
<td>iterated LCP</td>
<td>reduced</td>
<td>primitives</td>
<td>auto</td>
<td>C++</td>
<td>support</td>
</tr>
<tr>
<td>De A.B.-P. et al. [52]</td>
<td>direct LCP</td>
<td>maximal</td>
<td>primitives</td>
<td>symbolic</td>
<td>Pytorch</td>
<td>no</td>
</tr>
<tr>
<td>Gelinger et al. [56]</td>
<td>custom</td>
<td>reduced</td>
<td>primitives</td>
<td>symbolic</td>
<td>not released</td>
<td>unknown</td>
</tr>
<tr>
<td>Nimble [47]</td>
<td>direct LCP</td>
<td>reduced</td>
<td>primitives</td>
<td>symbolic</td>
<td>DART</td>
<td>support</td>
</tr>
<tr>
<td>DiffREDMax [57]</td>
<td>custom</td>
<td>reduced</td>
<td>primitives</td>
<td>symbolic</td>
<td>C++</td>
<td>support</td>
</tr>
<tr>
<td>Brax v1 [55]</td>
<td>impulsive</td>
<td>maximal</td>
<td>primitives</td>
<td>auto</td>
<td>Python(JAX)</td>
<td>support</td>
</tr>
<tr>
<td>Brax v2 [7]</td>
<td>custom</td>
<td>reduced</td>
<td>primitives</td>
<td>auto</td>
<td>Python(JAX)</td>
<td>support</td>
</tr>
</tbody>
</table>

### A.2. Inverse rendering with MCMC

The initial step of our framework is to obtain a graph-based scene representation using priors for the scene parameters (see Figure 1) as well as a single image to obtain a posterior distribution. Here, a scene with a single object $O$ (see Figure 3a) is characterized by a transformation $T$ consisting of translation $t$, rotation $\theta$ and scale $s$ as well as a stochastic material $M$ consisting of ambient $\alpha$, diffuse $\beta$ and color $\kappa$ and a shape $P$ taking the values sphere, cylinder and box. Furthermore, it is rendered in an environment $G$ (flat ground with lights and specific camera perspective) matching the current observation $J_r$. We define a likelihood function based on RGB-data considering the pixel-wise disparity as well as image features obtained from VGG16 [61]. The posterior (see Figure 3b) of all parameters is computed using the Rosenbluth-Metropolis-Hastings algorithm (RMH). We can use this posterior for sampling, as shown in Figure 3c or as a proto-program to generate similar scenes by excluding parts of the scene graph.

The depicted example is representative for our preliminary results, which indicate that the method can also be applied on out-of-distribution samples to find suitable approximations for rendered objects from the YCB dataset [62].

### A.3. Scenario complexity levels

<table>
<thead>
<tr>
<th>level</th>
<th>goal</th>
<th>reward model components</th>
<th>simulation parameters</th>
<th>policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>reach object</td>
<td>object-gripper-distance (OGD)</td>
<td>kinematics (K)</td>
<td>2 waypoints (2WP)</td>
</tr>
<tr>
<td>2</td>
<td>pick object</td>
<td>OGD + grasp stability (GS)</td>
<td>K + collisions (C)</td>
<td>3WP/ sequential DMP</td>
</tr>
<tr>
<td>3</td>
<td>poke object</td>
<td>OGD + object travel distance</td>
<td>K + C + object dynamics</td>
<td>DMP with end-velocity</td>
</tr>
<tr>
<td>4</td>
<td>object curling</td>
<td>OGD + GS + final location</td>
<td>full dynamics</td>
<td>neural network</td>
</tr>
</tbody>
</table>

(1) To reach the object with a robot arm movement defined by start and end point, a kinematics
Figure 3: Inverse rendering with MCMC. The scene is represented as a graph \((a)\) in which an object \(O\) has properties with parameters (top row) for which a prior is defined. MCMC is applied to compute the posterior for all properties including the translation and the color as shown in \((b)\). In \((c)\), the target image, highlighted by a dashed frame in the center, and 8 samples from the posterior are depicted.

Simulation is sufficient. (2) For picking an object, the gripper’s relative pose and collisions with the object are required to allow a sequential movement representation to solve the task. (3) Poking the object with a desired effect intensity such as the resulting object displacement, the simulation needs to include the object’s inertia and friction with the ground. A DMP with end-velocity is a suitable behavior representation [63]. (4) A task, such as in the sport curling, requires a stable grasp and accurate release to reach the target location. It can be learned with a neural network policy when dynamics parameters are sufficiently optimized, using policy parameters learned for the previous level as initialization.

A.4. Incomplete physical modelling

From our simulation, physical aspects can be reduced, which means, e.g. in the case of collisions, that some objects’ collisions are excluded from the computation. When physical aspects cannot be excluded entirely from the manipulation scenario, such as friction, we make use of the parameter uncertainty and provide feedback to learning and optimization algorithms considering sample-specific, optimal values. For example, a curling behavior may be directed at the correct target but due to an inadequate friction model, it receives a low reward. By setting the friction coefficients temporarily to values of the parameter distribution for which the reward is maximized, the agent can focus on improving the direction of the curling behavior first. On the other hand, in the estimation of model parameters, this allows MCMC to set a subset of parameters while the excluded parameters can take any sample-specific value. Once the reduction of uncertainty of the simulation parameters does not significantly influence the task learning progress, the set of physical aspects modeled in our simulation is increased by choosing the one with the highest gradient w.r.t. the reward.