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Abstract
Solving symbolic reasoning problems that require compositionality and systematicity is considered one of the key ingredients of human intelligence. However, symbolic reasoning is still a great challenge for deep learning models, which often cannot generalize the reasoning pattern to out-of-distribution test cases. In this work, we propose a hybrid system capable of solving arithmetic problems that require compositional and systematic reasoning over sequences of symbols. The model acquires such a skill by learning appropriate substitution rules, which are applied iteratively to the input string until the expression is completely resolved. We show that the proposed system can accurately solve nested arithmetical expressions even when trained only on a subset including the simplest cases, significantly outperforming both a sequence-to-sequence model trained end-to-end and a state-of-the-art large language model.
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1. Introduction

Designing systems that are able to learn abstract reasoning patterns from data is one of the fundamental challenges in artificial intelligence research. In particular, the capacity to generalize compositionally [1], to reuse learned rules on unseen algorithmic problems that fall outside of the training distribution [2], and more generally to exhibit high-level reasoning abilities are considered long-standing issues by the machine learning community. One possibility to empower artificial intelligence systems with reasoning abilities is to combine statistical-based approaches, which can flexibly adapt to the properties of the observed data, with logic-based modules, which can be engineered according to a set of predefined rules [3].

In this work, we introduce a novel neuro-symbolic architecture that solves reasoning problems on sequences of symbols in an iterative fashion. Our goal is to build a system that can learn to solve compositional tasks by only observing a subset of problem instances and then generalize the acquired knowledge to out-of-distribution (possibly more difficult) instances. The proposed system is made up of two parts: a deep learning module that is trained to generate candidate solutions that simplify a given input sequence, and a deterministic component that combines...
the original input and the output of the neural module to produce the final output. Thanks to its hybrid nature, our system can learn the fundamental solution steps for a set of symbolic reasoning problems, and then apply these operations iteratively to novel problem instances.

We evaluate our model on the task of simplifying arithmetic expressions, which is well suited to study systematic reasoning abilities and is still considered a great challenge even for state-of-the-art deep learning models [4]. The goal of the system is to generate the final solution of arithmetical expressions that can involve a variable number of nested elementary operations (sums, subtractions, and multiplications) delimited by parentheses. The model is trained on a limited subset of possible problems that contain only up to 2 nested operations. In order to evaluate its extrapolation capabilities, in the testing phase the model is probed with problems involving up to 10 nested operations.

Our results show that the proposed hybrid architecture achieves better out-of-distribution generalization compared to a Transformer encoder-decoder trained to solve the same problem end-to-end, and to a large language model tested on the same task, adapting the original inputs to create appropriate prompts\(^1\).

2. The Proposed Hybrid System

The proposed architecture is composed of two parts (Figure 1): a trainable seq2seq model which we call the ‘solver’, and a deterministic module named the ‘combiner’. The system operates by pipelining the computation of the solver and the combiner, and then applying the pipeline iteratively.

\(^1\)Our code is available at https://github.com/flavio2018/nesy23.
We can define $E$ as the set of nested arithmetical expressions represented as strings of symbols on which we test our model, and $R \subset E$ as the subset of expressions that consist only of integer values, and thus represent the result (or values) of complex expressions. Furthermore, since each $e \in E \setminus R$ is composed of nested expressions, for each $e$ we can identify one innermost sub-expression $s_k$ (only one in our specific case, see Data in Section 3) which can be solved independently from the context (we can define $r_k \in R$ as the result of $s_k$). Finally, we can define a function which associates to each $e \in E$ a chain of solution steps: $chain(e) = (e_k, e_{k-1}, ..., e_0)$, where $e, e_j \in E, j \in \{1, ..., k\}, e_0 \in R$ is the final solution of $e_k$, and $e_j$ can be described as $e_j$ where the innermost sub-expression $s_j$ has been solved.

Given the compositional nature of the problem, we can distinguish between the goal of solving the entire expression $e$, i.e. finding $e_0$, and the sub-goals of reducing sub-expressions, i.e. computing the result $r_j$ of each sub-expression $s_j, j \in \{1, ..., k\}$.

In our approach, the solver is trained to match arithmetical sub-expressions in their context to the corresponding numerical solution, by generating as output a string composed of two parts: a replacement candidate (i.e. the result of the innermost sub-expression $r_j$) and a replacement target (i.e. the innermost sub-expression itself $s_j$), concatenated using the ‘underscore’ symbol. For example, if the model receives as input the expression $( (2+1)-6)*2$ it should produce as output the string $1_5_2$.

The combiner receives the same string $e_j$ provided in input to the solver together with the solver’s output, i.e. $(r_j,s_j)$, and produces $e_{j-1}$, i.e. the simplified version of $e_j$ where the sub-expression $s_j$ has been substituted by $r_j$. $e_{j-1}$ can be fed back into the system until the problem is completely solved (note that the combiner module is not required during training of the seq2seq model). Formally, the combiner can be defined as a function $combiner : E \times (R \times E) \rightarrow E, combiner(e_j, (r_j, s_j)) = e_{j-1}$.

Finally, the whole hybrid system can be defined as a function $hybrid : E \rightarrow E$, $hybrid(e_j) = combiner(e_j, solver(e_j)) = e_{j-1}$. Since the output domain of $hybrid$ is the same as its input domain, it can be applied iteratively on its own output to solve arithmetical expressions step by step. Indeed, the system receives the expression represented as a sequence of characters as input and outputs a reduced version of the expression, which is fed back in the system unless the output only contains a positive or negative integer.

2.1. The solver

The solver is a standard Transformer encoder-decoder [5] with a one-layer encoder and a one-layer decoder. Our version of the model differs from the standard Transformer only due to the use of label positional encodings [6] rather than standard sinusoidal positional encodings. Label positional encodings have recently been proposed as a method to improve out-of-distribution generalization of a Transformer decoder in simple algorithmic tasks [6]. In this work, we have applied this technique to an encoder-decoder Transformer exploring the extent to which these encodings can be applied to the solution of arithmetic problems, a task that is relatively similar but slightly more complex than simple algorithmic tasks. Given a sequence of $k$ symbols, the corresponding sinusoidal positional encodings [5] are the first $k$ vectors in a
sequence of \( m, m \geq k \) vectors that carry a position signal which is generated according to the formulas:

\[
P_E(\text{pos}, 2i) = \sin(\text{pos}/10000^{2i/d_{\text{model}}}) \quad \text{and} \quad P_E(\text{pos}, 2i+1) = \cos(\text{pos}/10000^{2i/d_{\text{model}}}),
\]

where \( \text{pos} \) is the position of the token in the sequence and \( i \) is the dimension of the vector. When using label positional encodings, to associate a position signal to a sequence of \( k \) symbols, rather than considering the first \( k \) sinusoidal encodings, we generate the position signal sampling \( k \) integers in the interval \([0, m - 1]\), sorting them in ascending order and then taking the corresponding sinusoidal positional encodings.

### 2.2. The combiner

The purpose of the combiner is to deterministically replace part of the input string with the candidate solution proposed by the solver model. To enable the deterministic substitution in the combiner, the output of the solver must contain the expression and its numerical solution formatted according to a specific syntax. However, this may not be the case: we call ‘halted sequences’, the ones for which the solver output is not compliant with the required format. Indeed, in such cases the processing of the sequence should stop because there is no meaningful way to proceed with the simplification.

In order to reduce the number of halted sequences, we have chosen to employ a multi-output generation strategy. For each input expression, we generate \( N \) outputs sampling from the distributions obtained from the softmaxed logits returned by the solver decoder. Since the Transformer generates the output in an auto-regressive fashion, for each token in the output sequence we sample from the distribution and feed back the updated sequence of output tokens to the decoder. The set of \( N \) outputs is then given as input to the combiner, which first filters well-formed outputs, then selects the most frequently generated sequence, and finally applies the substitution of the target with the candidate in the input expression.

### 3. Methodology

**Data** One of the goals in the design of our hybrid system is to combine the generalization capabilities of the solver with the deterministic nature of the combiner, which should allow learning by using a relatively small subset of the data. Intuitively, this subset should include the minimal amount of examples necessary for the model to learn the base solution step of a complex expression. We thus include in the training set only expressions with up to two nested operations between integers of up to two digits.

For simplicity, in all dataset splits and nesting levels, we build expressions that have only one operation for each nesting level. Therefore, the model never faces the ambiguous situation in which there are multiple operations that could be solved at the same time.

Since at test time the full hybrid system will be evaluated on expressions with up to 10 nested operations, it may happen that test expressions have intermediate or final results with more than two digits. We therefore take some measures to guarantee that the system will behave with more complex expressions. In particular, to ensure that the distribution of the expressions that will be used to test the model is coherent with the one that was used to train it, we limit both training and testing expressions to the ones that have intermediate and final results with at most two digits. Furthermore, we ensure that at training time the Transformer observes
examples of a complete solution path of an arithmetical expression, i.e. all the steps leading to the final result. Hence, we ensure that the first-level simplification of some training samples involving two nested operations is also present in the training set.

To test out-of-distribution generalization more easily, we sample batches of data on-the-fly from the distribution described above, parameterized by the number of operations and size of operands in the expression. Given the data generation procedure and the number of expressions that could virtually be generated, the actual number of training examples observed by the model depends on the number of learning iterations. To ensure the separation of the training, validation and test splits, we use both a pre-computed split that ensures some of the training samples have a full solution path, as well as a hash-based split that sorts all remaining samples in three different splits on-the-fly.

**Evaluation Metrics** We use two metrics in the performance evaluation of all systems: character and sequence accuracy. Given a batch of target sequences, we define character accuracy as the percentage of correct characters in the output of a system, and sequence accuracy as the percentage of output sequences that match the target exactly. When measuring the performance of the solver and that of the hybrid system, these two metrics are applied to different kinds of output, as the solver and the hybrid system solve two different tasks. Both metrics, in the case of the hybrid system, are computed considering halted sequences as mistakes, i.e. the output sequence is assumed to be completely different from the target.

**Model training** The Transformer is trained in an auto-regressive regime, i.e. without teacher forcing. We have trained all models for 150k updates using Adam optimizer with a learning rate of $1 \times 10^{-4}$ and batch size of 128.

To choose the best configuration for the solver hyperparameters we performed a random search on the number of heads and the dimensionality of embeddings. For both the Transformer encoder and decoder we have compared the performance of models with 4 and 8 heads, 256, 512 and 1024-dimensional embeddings, and 256, 512 and 1024-dimensional hidden feed-forward layer on the in-distribution validation set. We finally selected the solver model with 8 attention heads, a 1024-dimensional state and a 1024-dimensional feed-forward layer.

Using the multi-output generation strategy, the number of outputs generated for each input is an hyperparameter whose choice clearly requires trading model accuracy for speed. We compared the performance of the hybrid system on the solution of arithmetical expressions using $N = 1, 20, 40, 60, 80, 100$ generated outputs per input. We have observed that sampling as few as 20 outputs for each input already guarantees much better results than a 1-shot output generation, especially in terms of surviving sequences. Nevertheless, we chose to generate 100 outputs as we observed marginal performance gains when continuing to increase the number of outputs.

### 4. Results

Given the hybrid nature of our system, in order to measure its performance it is meaningful to consider both the trained solver module in isolation, and the hybrid system as a whole.

We also compare the performance of the hybrid system with that of a Transformer encoder-decoder trained to directly output the result of arithmetical expressions. Finally, we compare the
Table 1: Character (top rows) and sequence (bottom rows) accuracy of three different solver models on the sub-expression solution task. The models have 256-, 512- and 1024-dimensional embeddings, respectively. We report average and standard deviation of both metrics over 10 batches of 100 sequences. The figures show that the label positional embeddings endow the solver with strong out-of-distribution generalization capability on the sub-expression solution task.

<table>
<thead>
<tr>
<th>Nesting</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>small</td>
<td>57.2±17.5</td>
<td>92.1±15.2</td>
<td>99.2±1.3</td>
<td>97.6±4.9</td>
<td>98.4±4.5</td>
<td>99.5±1.2</td>
<td>99.9±0.2</td>
<td>98.1±2.8</td>
<td>98.9±1.6</td>
<td></td>
</tr>
<tr>
<td>medium</td>
<td>72.2±17.4</td>
<td>96.8±5.4</td>
<td>99.7±1.0</td>
<td>100.0±0.0</td>
<td>100.0±0.0</td>
<td>99.7±0.8</td>
<td>100.0±0.0</td>
<td>100.0±0.1</td>
<td>99.5±1.5</td>
<td>99.6±1.2</td>
</tr>
<tr>
<td>large</td>
<td>78.5±12.6</td>
<td>96.7±4.6</td>
<td>98.8±2.8</td>
<td>100.0±0.0</td>
<td>98.5±4.5</td>
<td>99.5±1.6</td>
<td>99.9±0.2</td>
<td>99.9±0.1</td>
<td>97.6±6.2</td>
<td>99.5±0.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Seq Acc</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>small</td>
<td>28.1±25.4</td>
<td>82.3±27.8</td>
<td>98.5±2.6</td>
<td>93.5±12.9</td>
<td>97.1±8.0</td>
<td>99.2±2.1</td>
<td>99.4±1.5</td>
<td>98.4±1.9</td>
<td>96.2±6.1</td>
<td>97.4±3.5</td>
</tr>
<tr>
<td>medium</td>
<td>50.8±27.4</td>
<td>93.6±11.0</td>
<td>99.1±2.7</td>
<td>99.9±0.3</td>
<td>100.0±0.0</td>
<td>99.9±1.8</td>
<td>100.0±0.0</td>
<td>99.8±0.6</td>
<td>99.3±1.6</td>
<td>99.2±2.4</td>
</tr>
<tr>
<td>large</td>
<td>56.7±25.2</td>
<td>92.2±11.8</td>
<td>97.5±5.0</td>
<td>100.0±0.0</td>
<td>97.4±7.5</td>
<td>98.7±3.3</td>
<td>99.8±0.4</td>
<td>99.3±1.0</td>
<td>96.2±9.8</td>
<td>98.7±2.1</td>
</tr>
</tbody>
</table>

4.1. Solver

We hypothesize that the solver module can leverage label positional encodings to achieve out-of-distribution generalization capacity on the sub-expression solution task. Therefore, the solver receives at test time complex arithmetical expressions with up to 10 nested operations, i.e. up to 8 more nested operations than seen during training. The goal of the model remains to output the result of the innermost expression contained in the input (replacement candidate) concatenated to the expression itself (replacement target).

The sequence accuracy of the solver on the sub-expression solution task is represented in Figure 2a, which shows that the use of Label Positional Encodings enables out-of-distribution generalization. We also report in Table 1 the performance of solver models with different embedding dimensionality to provide further insight on the impact of label positional encodings. Indeed, our results show that, independently of model size, a Transformer encoder-decoder using label positional encodings can generalize to out-of-distribution samples on this task.

Figure 2a shows that using Label Positional Encodings also leads to a lower performance on test expressions, especially on the nesting level 1. However, this has no impact on the functioning of the hybrid system when the multi-output generation strategy is used.

4.2. Hybrid System

We then test the entire hybrid system on the arithmetic expressions resolution task.

Figure 2b shows the sequence accuracy of the hybrid system exploiting the multi-output generation strategy with 100 outputs per input on arithmetical expressions involving up to 10 nested operations. The performance metric shows that the combination of the architectural elements in our model allows to produce exact answers to harder problems than seen during training in a large fraction of cases. The slow performance decline is proportional to expression complexity, as it is due to the accumulation of errors committed by the solver module in several
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Figure 2: Sequence accuracy of all models we consider. The solver modules (left) are tested on the sub-expression solution task, while the hybrid systems and baseline models (right) are tested on the task of solution of the full expression. In all cases we report mean and standard deviation computed across 10 batches of 100 sequences per nesting value, except for the Davinci model for which batches contain 10 sequences.

iterations on the same expression. We have also experimented on a possible alternative combiner mechanism, where the selection of the most frequently generated output for a given input is done before filtering ill-formed outputs. Figure 2b shows that the method (Hybrid alt.) globally still achieves superior performance compared to baselines, but has worse performance with respect to the default combiner mechanism in harder problems due to the higher percentage of halted sequences, as shown in Table 2. The similar sequence accuracy of the two methods on expressions with fewer nested operations is due to the fact that the default combiner mechanism, despite halting fewer sequences, commits more semantic errors on the final results.

In the Appendix we provide further experimental evidence to shed light on the functioning of the proposed system. For completeness, we report character accuracy of the models we consider on the expressions resolution task in Table 3. In Table 4 we provide further insight on the impact of the number of outputs per input on both the accuracy of the hybrid system and the percentage of halted sequences. Finally, in Table 5 we report out-of-distribution performance metrics for hybrid systems built with differently-sized solvers to provide experimental evidence on the impact of model size on the generalization capacity of the system.

4.3. Comparison with end-to-end model

To motivate empirically the presence of a deterministic component in our hybrid system, we compare the results of our system on the solution of arithmetical expressions with those obtained on the same problem by a Transformer trained to directly output the result of a given
Table 2: Percentage of halted sequences using two different combiner mechanisms. The top row is relative to the default combiner mechanism, while the bottom row refers to a combiner where the most frequently generated outputs are selected before filtering out ill-formed ones.

arithmetical expression. Also in this case, we use label positional encodings on the Transformer encoder and decoder inputs, in order to control the effect of this architectural element on the performance of the system. The training hyperparameters and dataset splits are the same used to train the seq2seq part of the hybrid system. Furthermore, the Transformer has the same architecture and model size as the trained component in our system.

Figure 2b represents the sequence accuracy of the end-to-end trained system on this task. It is evident that, while on in-distribution samples the end-to-end trained Transformer has reasonably good performance, it nevertheless fails to generalize the learned solution process on longer and more complex expressions.

4.4. Comparison with a Large Language Model

Finally, we compare our hybrid system with a Large Language Model (LLM), since these models often achieve state-of-the-art performance in sophisticated reasoning tasks [4]. We consider the outputs provided by a version of GPT-3 [7], more precisely a variant of the model iteration generally referred to as GPT-3.5. The version of the model we tested is the one referred to as text-davinci-003 in the OpenAI API at the time of writing. According to OpenAI’s official website \(^2\), the model is an InstructGPT model [8] fine-tuned for text completion.

We prompt the model with an adapted version of our inputs, first showing the model an example of a correctly solved expression and then asking to complete the solution of a new expression. For example, given the expression \(( ( ( 3 \times 2 ) - 2 ) + 5 )\), a possible corresponding prompt could be \(((2+4)*6)=36<END>\ ln((3+2)-2)=5\). We then require via API to stop the generation of the output string when the model outputs the <END> token. In this way, we ensure that the vast majority of the model outputs is the solution of the input expression proposed by the model.

Figure 2b shows the performance of the model in solving arithmetic expressions. Despite the gigantic size of the model and the amount of training data, the model cannot directly output the solution of complex arithmetical expressions.

5. Related work

In this work, we explored the idea that neural networks can learn to solve problems that require composition of elementary solution steps, like arithmetic expressions, by iteratively applying a learned substitution rule on the input string. Other works have recently explored similar ideas,

\(^2\)https://platform.openai.com/docs/model-index-for-researchers
often in different kind of problems. In [9] the authors propose a Transformer model that is trained to iteratively solve arithmetical expressions involving sums and subtractions. Differently from our system, it requires twice the number of iterations as it is trained to first highlight and then solve relevant parts of the input expressions. The authors of [10] propose a Transformer-based architecture to iteratively solve compositional generalization tasks. In this work, authors exploit relative positional encodings [11] to enable out-of-distribution generalization. Differently from our case, the proposed architecture includes an ad-hoc trainable component named copy-decoder, designed to facilitate learning to copy parts of the input in the output. The authors of [12] propose two neural architectures that incorporate ad-hoc learning biases to learn addition and multiplication generalizing beyond the training range. However, their approach is limited to arithmetic problems and cannot be extended to more general symbolic reasoning problems. In [13] the idea of iteratively processing the input to learn a systematic solution strategy is applied to the problem of visual navigation with a multimodal architecture.

Recently, researchers have also focused on studying whether standard seq2seq models can generalize to out-of-distribution samples in compositional tasks. In [14] the authors show that relative positional encodings, carefully tuned early stopping and scaling of encodings can improve the performance of a Universal Transformer [15] on compositional generalization tasks. In a follow-up work [16], the same authors propose an approach to the solution of algorithmic tasks similar to the one we propose in this work. Their proposal consists of learning step-by-step solution strategies modifying the architecture of a Transformer encoder. Differently from our case, the authors propose to recursively modify internal representations, rather than iteratively manipulating symbolic, external representations.

Another recent approach to exploit deep learning models to solve reasoning problems is to embed neural networks into existing automatic reasoning frameworks, such as logic or probabilistic programming languages [17, 18]. In such frameworks, systematic generalization is achieved by leveraging constructs in the pre-existing programming languages, supporting theoretical standpoints arguing that human cognition should be understood as a hybrid of neural and algorithmic mechanisms [19]. In our work, instead, we are interested in exploring the possibility that the solution process of symbolic reasoning problems can be implemented with neural systems, leveraging simpler additional mechanisms than the ones used in the works mentioned above, and by injecting learning biases in the neural system to allow the iterative solution of symbolic reasoning problems exploiting their recursive structure.

6. Discussion

In this paper we have proposed a hybrid system that leverages the combination of a trained module and a deterministic one to achieve strong generalization abilities on the solution of simple arithmetical expressions. While we have only considered this specific task, it should be emphasized that the framework described in section 2 can be used to describe a more general class of symbolic problems where the solution can be derived iteratively. Indeed, one can easily imagine cases (such as symbolic mathematics) in which starting from the initial symbolic expression one can derive a tree - rather than a chain - of syntactically correct expressions. Furthermore, each expression could be the result of a more generic transformation than a solution
or simplification step, which may even make the expression longer. As a consequence, the hybrid system we propose could in principle be adapted to a wider range of symbolic problems than the one considered here. In future work, we plan to explore this aspect, experimenting on tasks like symbolic mathematics, algorithmic tasks and program synthesis.

References


7. Appendix

<table>
<thead>
<tr>
<th>Nesting</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformer</td>
<td>89.1±5.0</td>
<td>89.7±4.6</td>
<td>56.0±3.3</td>
<td>47.4±2.5</td>
<td>44.9±2.2</td>
<td>43.3±1.9</td>
<td>42.2±2.1</td>
<td>40.8±2.6</td>
<td>40.3±1.9</td>
<td>39.7±1.1</td>
</tr>
<tr>
<td>Davinci</td>
<td>98.0±5.0</td>
<td>98.0±5.0</td>
<td>69.0±10.0</td>
<td>59.0±10.0</td>
<td>41.0±10.0</td>
<td>39.0±12.0</td>
<td>34.0±8.0</td>
<td>35.0±14.0</td>
<td>29.0±9.0</td>
<td>31.0±9.0</td>
</tr>
<tr>
<td>Hybrid</td>
<td>100.0±0.0</td>
<td>93.8±1.9</td>
<td>92.2±2.7</td>
<td>91.4±2.5</td>
<td>89.8±2.9</td>
<td>86.0±2.9</td>
<td>85.1±4.7</td>
<td>81.6±4.0</td>
<td>77.0±1.8</td>
<td>74.1±3.6</td>
</tr>
<tr>
<td>Hybrid alt.</td>
<td>99.9±0.2</td>
<td>91.0±2.7</td>
<td>89.4±3.9</td>
<td>88.3±3.5</td>
<td>86.9±3.2</td>
<td>83.0±4.3</td>
<td>81.4±5.0</td>
<td>69.0±4.5</td>
<td>61.4±4.6</td>
<td>53.0±3.1</td>
</tr>
</tbody>
</table>

Table 3: Character accuracy of the three models. We report mean and standard deviation computed across 10 batches of 100 sequences per nesting value, except for the Davinci model for which batches contain 10 sequences.

<table>
<thead>
<tr>
<th>Nesting</th>
<th>1-shot</th>
<th>20 samples</th>
<th>40 samples</th>
<th>60 samples</th>
<th>80 samples</th>
<th>100 samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformer</td>
<td>48.9±9.8</td>
<td>22.5±10.8</td>
<td>24.9±10.2</td>
<td>26.2±10.2</td>
<td>28.8±15.3</td>
<td>33.3±15.6</td>
</tr>
<tr>
<td>Davinci</td>
<td>96.6±3.2</td>
<td>86.0±2.9</td>
<td>88.0±2.8</td>
<td>87.0±3.1</td>
<td>83.7±3.4</td>
<td>79.6±3.6</td>
</tr>
<tr>
<td>Hybrid</td>
<td>92.6±2.2</td>
<td>90.9±2.9</td>
<td>89.0±2.7</td>
<td>88.3±2.6</td>
<td>85.1±2.6</td>
<td>83.8±3.7</td>
</tr>
<tr>
<td>Hybrid alt.</td>
<td>94.9±1.3</td>
<td>91.4±2.4</td>
<td>90.8±2.2</td>
<td>89.0±3.7</td>
<td>85.5±1.4</td>
<td>80.6±3.5</td>
</tr>
</tbody>
</table>

Table 4: Comparison of hybrid model performance varying the number of samples generated using the multi-output generation strategy. Figures show that increasing the number of generated samples strongly impacts the percentage of halted sequences, especially for more complex expressions.
<table>
<thead>
<tr>
<th></th>
<th>Nesting</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Char Acc</strong></td>
<td>small</td>
<td>98.8±1.1</td>
<td>92.9±2.0</td>
<td>87.3±2.2</td>
<td>83.6±2.2</td>
<td>79.4±4.2</td>
<td>70.6±2.6</td>
<td>61.1±3.6</td>
<td>50.7±4.6</td>
<td>46.2±4.2</td>
<td>39.4±3.4</td>
</tr>
<tr>
<td></td>
<td>medium</td>
<td>100.0±0.1</td>
<td>93.9±1.4</td>
<td>91.9±1.6</td>
<td>90.9±2.5</td>
<td>90.0±1.6</td>
<td>86.4±2.1</td>
<td>78.7±3.7</td>
<td>72.1±3.9</td>
<td>66.4±5.2</td>
<td>62.2±3.6</td>
</tr>
<tr>
<td></td>
<td>large</td>
<td>100.0±0.0</td>
<td>93.8±1.9</td>
<td>92.2±2.7</td>
<td>91.4±2.5</td>
<td>89.8±2.9</td>
<td>86.0±2.9</td>
<td>85.1±4.7</td>
<td>81.6±4.0</td>
<td>77.0±4.8</td>
<td>74.1±3.6</td>
</tr>
<tr>
<td><strong>Seq Acc</strong></td>
<td>small</td>
<td>97.3±2.4</td>
<td>84.2±4.0</td>
<td>74.8±4.0</td>
<td>66.5±4.8</td>
<td>61.8±6.0</td>
<td>50.2±5.7</td>
<td>45.8±4.2</td>
<td>33.4±5.2</td>
<td>30.1±2.9</td>
<td>23.0±4.1</td>
</tr>
<tr>
<td></td>
<td>medium</td>
<td>99.9±0.3</td>
<td>85.6±2.4</td>
<td>80.6±2.5</td>
<td>77.7±4.7</td>
<td>74.6±3.7</td>
<td>69.9±5.9</td>
<td>60.2±5.2</td>
<td>55.6±6.2</td>
<td>50.1±7.1</td>
<td>44.8±6.1</td>
</tr>
<tr>
<td></td>
<td>large</td>
<td>100.0±0.0</td>
<td>89.8±3.2</td>
<td>85.2±4.0</td>
<td>83.8±2.7</td>
<td>80.5±3.6</td>
<td>74.8±3.2</td>
<td>74.6±6.9</td>
<td>69.0±6.0</td>
<td>63.8±6.5</td>
<td>63.4±5.3</td>
</tr>
<tr>
<td><strong>Halted</strong></td>
<td>small</td>
<td>0.0±0.0</td>
<td>0.5±0.8</td>
<td>1.5±0.7</td>
<td>1.3±0.9</td>
<td>2.3±1.6</td>
<td>7.7±2.6</td>
<td>18.5±4.5</td>
<td>27.3±3.7</td>
<td>39.4±4.9</td>
<td>51.9±5.6</td>
</tr>
<tr>
<td></td>
<td>medium</td>
<td>0.0±0.0</td>
<td>0.0±0.0</td>
<td>0.1±0.3</td>
<td>0.1±0.3</td>
<td>0.0±0.0</td>
<td>0.1±0.3</td>
<td>1.2±0.9</td>
<td>4.5±2.1</td>
<td>11.5±4.0</td>
<td>17.5±2.9</td>
</tr>
<tr>
<td></td>
<td>large</td>
<td>0.0±0.0</td>
<td>0.0±0.0</td>
<td>0.0±0.0</td>
<td>0.0±0.0</td>
<td>0.1±0.3</td>
<td>0.3±0.5</td>
<td>0.2±0.4</td>
<td>0.8±0.7</td>
<td>1.4±0.9</td>
<td>2.1±1.4</td>
</tr>
</tbody>
</table>

Table 5: Comparison of hybrid model performance varying the embedding dimensionality of the solver, using a multi-output generation strategy with 100 outputs per sequences. Smaller models make more mistakes and lead both to higher percentage of halted sequences and to lower accuracy of the final results.