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Extended Abstract

Safe Reinforcement learning (Safe RL) aims at learning optimal policies while ensuring that the agent stays safe. A popular solution to Safe RL is shielding, which uses a logical safety specification to prevent an RL agent from taking unsafe actions. Traditional rejection-based shielding techniques provide rigorous safety guarantees, however, they are difficult to integrate with continuous, end-to-end deep RL methods for three reasons.

1. Previous shielding approaches have been limited to symbolic state spaces.
2. Rejection-based shields are deterministic, assuming that any action is either safe or unsafe in a particular state. However, this is an unrealistic assumption as the world is inherently uncertain, and safety is often a matter of degree rather than an absolute concept.
3. Even when given perfect safety information, rejection-based shields may result in a sub-optimal policy.

To address uncertainty, some methods incorporate randomization, e.g. simulating future states in an emulator to estimate risk, using $\epsilon$-greedy exploration that permits unsafe actions, or randomizing the policy based on the current belief state. However, these methods rely on sampling and do not have a clear connection to uncertainty present in the environment. We will exploit such uncertainty by applying probabilistic logic programming principles.

We introduce probabilistic logic shields (PLS) as an alternative to deterministic rejection-based shields. PLS is a model-based, neural symbolic, Safe RL technique, encoding logical safety constraints, noisy sensors, the neural policy and their interactions in a probabilistic logic
Figure 1: A motivating example of Probabilistic Logic Shields. We encode the interaction between the base policy $\pi$, the noisy sensors $H$ and the safety specification $\mathcal{H}$ using a ProbLog program $\mathcal{F}$. This provides a uniform language to express many aspects of the shielding process. The shielded policy $\pi^+(s)$ decreases the probability of unsafe actions, e.g. acceleration, and increases the likelihood of being safe.

program, as shown in Fig. 1. To ensure safety, we consider a set of noisy sensors $H$ surrounding the agent. These sensor are represented in the probabilistic logic program as neural predicates, which take an image as input and generate probabilities indicating the presence of obstacles or potential dangers. The program can then be automatically compiled into a differentiable structure, allowing for the optimization of a single loss function through the shield, enforcing safety directly in the neural policy. Therefore, PLS can be seamlessly applied to any policy gradient algorithm while still providing the same convergence guarantees. Overall, probabilistic logic shields have the following benefits compared to rejection-based shields.

- **Realistic Safety Function**. PLSs allow for risk control by using probabilistic safety measure.
- **Simpler Model**. PLSs use a simpler safety model that only represents internal safety-related properties, which is less demanding than many model-based approaches that require the full MDP (e.g. [1]).
- **End-to-end Deep RL**. PLSs are differentiable and can be seamlessly applied to any model-free RL agent such as PPO, TRPO, A2C, etc.
- **Convergence**. PLSs in deep RL provide convergence guarantees.

Our experiments show that applying PLS to policy gradients leads to safer and more rewarding policies compared to other state-of-the-art shielding techniques in different discrete and continuous Atari domains. The sources are available on https://github.com/wenchiyang/pls.
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