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Abstract
As deep learning models become increasingly complex, practitioners are relying more on post hoc explanation methods to understand the decisions of black-box learners. However, there is growing concern about the reliability of feature attribution explanations, which are key to explaining machine learning models. Studies have shown that some explainable artificial intelligence (XAI) methods are highly sensitive to noise and that explanations can vary significantly between techniques. As a result, practitioners often employ multiple methods to reach a consensus on the reliability of their models, which can lead to disagreements among explainers. Although some literature has formalised and reviewed this problem, few solutions have been proposed. In this paper, we propose a novel case-based approach to evaluating disagreement among explainers and advance AGREE — an explainer aggregation approach to resolving the disagreement problem based on explanation weights. Our approach addresses the problem of both local and global explainer disagreement by utilising information from the neighbourhood spaces of feature attribution vectors. We evaluate our approach against simpler feature overlap metrics by weighting the latent space of a k-NN predictor using consensus feature importance and observing the performance degradation. For local explanations in particular, our method captures a more precise estimate of disagreement than the baseline methods and is robust against high dimensionality. This can lead to increased trust in ML models, which is essential for their successful adoption in real-world applications.
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1. Introduction
In the preceding decade, machine learning systems have undergone significant advancements in their efficacy, albeit their adoption has been impeded by the challenging aspect of their interpretability. As such, Explainable AI (XAI) is fast becoming a prerequisite for the deployment of intelligent systems — with some countries in Europe now enforcing this by law [1]. This has...
spurred a surge in research dedicated to improving the transparency and accountability of AI models. Inevitably, this has spawned a number of approaches for understanding the rationale of machine learning systems such as counter-factuals, feature attribution, and natural language explanations (a review of which can be found in [2, 3, 4] respectively).

Attribution explainers are one of the popular forms of factual explanation methods used in XAI [5, 6]. These explainers provide an understanding of how a model arrived at its predictions, by identifying the most influential features (attributions) or variables that led to a particular model outcome. One example of the use of attribution explainers is in the context of a loan application [7]. Here, LIME attributions are used to explain why a particular applicant’s loan was approved or rejected by highlighting the relevant factors that influenced the decision. Alternatively for image data salience maps are often used to convey the areas that conveyed most to the outcome [8, 9] (see Figure 1 below for an example).

Figure 1: An example of Integrated Gradients used to explain the image classification of panda. The highlighted pixels on the right indicate the areas of the image that the model found most important according to Integrated Gradients.

Factual explainers play a crucial role in gaining the trust of humans by providing transparent and interpretable explanations for machine learning predictions [3, 6, 9, 10, 11, 12]. One of the main challenges with factual explainers is that different methods often generate different types of explanations, which can lead to discrepancies in the results [13]. For example, popular explainers such as LIME [14], SHAP [15], and Integrated Gradients (IG) [16] can all produce different feature attributions for the same model prediction. The discrepancies between different factual explainers (see example in Figure 2) can result in mistrust not only in the machine learning prediction itself but also in the explanations provided. When the explanations provided by different methods do not align, it can create confusion and skepticism among those trying to understand the model’s decision-making process. This can be especially problematic when it comes to high-stakes decisions, such as in healthcare or finance, where the consequences of an incorrect prediction can be significant.

Addressing the challenge of disagreement among attribution explainers necessitates the development of an effective aggregation strategy that combines factual explanations from multiple explainer methods. While consensus voting or ranking offers some utility, it is insufficient in capturing the complex relationships between the alternative feature attributions. As such, research in Case-Based Reasoning (CBR) and Case Alignment emerges as a promising avenue
Figure 2: An example of the disagreement between feature attribution methods for explaining a neural networks prediction of liver disorders. The model was trained on the BUPA Liver Disorders dataset [17] which is available in the UCI repository.

for uncovering these relationships, providing a neighborhood concept that can be defined in the context of factual explainers. This paper’s primary research question centers on exploring the ranking behaviour of factual explainers with regard to both local and global explanations then harnessing that to measure their relationships to identify areas of consensus. We explore how to use the alignment of neighbourhood knowledge as a means to accurately capture these relationships. Furthermore, we assign increased confidence to explanations that exhibit a higher degree of alignment with alternative feature attributions.

Accordingly, the key contributions of the paper are:

1. **Case Alignment Confidence**: A novel metric for measuring the overall agreement between an explainer against alternative explanation methods by leveraging information from local neighbourhood spaces.

2. **AGREE — AGgregation for Robust Explanations**: A framework for combining the explanations of different feature attribution explainers by exploiting alignment knowledge.

An outline of the paper is as follows: section 2 discusses a review of the related literature; sections 3 and 4 introduce the aggregation strategy using rank average and case alignment confidence strategies respectively; 6 discusses the methodology for evaluating our alignment and aggregation approach; the results are presented and discussed in section 7; and finally our research is concluded and a discussion of future work is given in 8.
2. Related Work

2.1. Inherently Interpretable Models and Explainable AI (XAI)

Inherently interpretable AI models provide clear and understandable explanations for their decisions without relying on complex feature attribution methods. These models are transparent and easy to interpret because they employ simple algorithms such as decision trees [18], linear models [19, 20], or rule-based systems [21] that allow humans to understand how they arrive at their outputs. However, there is often a trade-off between interpretability and prediction performance. Neural networks for example often learn better-performing models but are regarded as black-box learners as it is difficult to gain insight to understand their behaviour. In contrast, post-hoc explanation methods operate on opaque and complex models that are difficult to understand. Methods for post-hoc explanation differ between their access to the model (i.e. black box or access to internals), approximation of scope (i.e. global or local), search technique (i.e. perturbation or gradient) and presentation of explanation (i.e. feature-based or counterfactual) [13]. For example, perturbation methods such as LIME [14], SHAP [15], Anchors [22] and RISE [23] evaluate learners by modifying the input of a model, whether this is pixels in an image, words in a phrase, or similar elements in other data types, and observing the changes in the prediction [12]. A larger difference in the output would indicate that the perturbed feature is more important. Alternatively, gradient-based local explanations like GradCAM [24], Smoothgrad [25], Integrated Gradients [16], and Layerwise Relevance Propagation (LRP) [26] rely on the gradient between the output probabilities and the features from the input or embedding layer [27]. The prediction is used to backpropagate through the network to the input or embedding layer to estimate the feature attributions [28]. Local and global methods are distinguished by the granularity of their explanations. While global explanations summarise the behaviour of the entire model, local explanations attempt to explain on an instance-wise basis. Our work is interested in exploiting the information from the various types of explanations to obtain a more robust evaluation of black-box models.

2.2. Evaluation of Explanations and Explainer Disagreement

Typically, XAI evaluation methods involve some form of user study, which is sensible as explanations are generally user-centric. However, the approach is subjective and can be costly to undertake. Objectively evaluating explanation methods remains an active research area but various attempts have been made to quantify the effectiveness of explanations in terms of different qualities such as fidelity, interpretability, sparsity, proximity, and robustness [6, 29, 30, 31]. Empirical studies have shown that post hoc explanations can be inconsistent, unfaithful or unstable and prone to “fairwashing” [13]. Some machine learning practitioners utilise multiple different post hoc explanation methods to understand their models. Albeit, the instability of attributions poses a significant challenge — how to reach a consensus when explainers disagree. In [13], Krishna et al. conduct a user study to understand how machine learning practitioners resolve the problem. Astonishingly, they found that 86% of subjects either side-stepped disagreement by choosing arbitrary heuristics such as choosing their favourite method, or simply did not know how to resolve the dispute. Previous studies have proposed methods to measure disagreement in feature attribution methods [13, 32] and counterfactuals [33] by
evaluating the intersection of top-K feature vectors across two explainers. Variations of these approaches make use of auxiliary information such as sign (whether the feature had a positive or negative impact on the output) and rank (ordinal position of the feature in the vector). However, little work has been done to settle the disagreements in an intuitive manner. The closest work to ours is the study conducted by Roy et al. in [32]. Their method studies the aggregated set:

$$A = \{ i \in S : \text{sign}(E_a, i) = \text{sign}(E_b, i) \}$$ (1)

where \( i \) is a feature in the set \( S \) of top-K most important features, \( E_a \) is the first explainer (LIME in their case) and \( E_b \) is another explainer (i.e. SHAP in their example). If both explainers can agree on the sign of the feature it is coloured green, else it is coloured red. This is a step towards explanation aggregation and does reduce the cognitive burden on the end-user when interpreting disagreement. Still, it falls short of providing a method for settling disputes.

We propose an alignment-based approach to solving explainer disputes inspired by the case alignment [34] metric. Case alignment tests the assumption that similar problems have similar solutions in case-based reasoning applications. We posit that by forming case bases around each explainer, local neighbourhood information can be leveraged to better inform alignment measures across multiple explainers. Feature attribution vectors can then be weighted by the alignment scores to generate an aggregate explanation to present to the end user.

### 3. Explainer Attribution Aggregation by Rank Average

When given an instance and a prediction from a black-box model, a set of explanation attribution scores \( S = [s_{ij}] \in \mathbb{R}^{n \times m} \) are obtained from \( n \) explainers (denoted as \( E_x \)) for \( m \) features. To remove the effects of differences in scale or magnitude that may exist between the attribution scores generated by the explainers, the scores from each explainer are converted to ranks, denoted by \( R_i = [r_{ij}] \), where:

$$r_{ij} = \text{rank}(s_{ij}) = \left| \{ k : s_{ik} > s_{ij} \} \right| + 1, \quad j \in [1..m]$$ (2)

The ranking function, \( \text{rank()} \), is applied to each element \( s_{ij} \). It sorts and assigns ranks based on the sorted order of the attribution scores of the explainer, and handles tied scores randomly. The \( r_{ij} \) notation denotes the attribution rank by the \( i \)-th explainer for the \( j \)-th feature. In this manner, any query or case in the case base can be represented using explainer attribution ranks.

The simplest way to combine explainer attributions is to average the feature ranks. The resulting feature weights are the average row vector, obtained as follows:

$$\bar{w} = \frac{1}{n} \sum_{i=1}^{n} R_x$$ (3)

Here an average rank of each feature refers to the aggregated consensus explainer attribution for that feature, after taking into account the explanations provided by multiple explainers. The resulting average rank vector, \( \bar{w} \), can be used as a set of feature weights for further analysis or as a baseline aggregation method.
4. Explainer Attribution Aggregation by Confidence Weighted Rank Average

Despite the advantages of rank-based aggregations, such as their simplicity and robustness against outliers, these methods inherently lack the ability to discern intricate patterns and may overlook crucial alignment relationships. This shortcoming stems from the fact that all explainers are treated as equally important in the process of generating feature weights, which may result in the loss of valuable information. However, if we were to weight feature attribution ranks based on the level of confidence of each explainer, the resulting combined explanation not only can take advantage of the strengths of multiple methods but also mitigates varying levels of performance and reliability depending on the type of black box model and the specific dataset.

4.1. Rank Overlap Alignment

For a given instance, attributions from multiple explainers can be evaluated by examining the extent of agreement with respect to the overlap in their top k features. The greater the paired overlap an explainer exhibits in relation to the others, the more confidence can be assigned to it. For a pair of explainers, $E_a$ and $E_b$ given all their rank assignments, $R_a$ and $R_b$, a symmetrical alignment score can be derived as follows

$$\text{AlignOverlap}(E_a, E_b, k) = |\text{topk_features}(R_a, R_b, k)|$$

$$\text{topk_features}(R_a, R_b, k) = \{ f \in [1, m] \mid r_{if} \leq k \text{ and } r_{jf} \leq k \}$$

Here $f$ is a feature index and the top $k$ feature overlap between any pair of explainers $i$ and $j$ is identified by considering the set of features $f$ such that feature $f$ is among the top $k$ features for both explainers $i$ and $j$. We iterate over all pairs of explainers $i$ and $j$ with $i < j$ to find the top $k$ overlap for each pair. Note $r_{ij}$ refers to the rank assigned by the $i$-th explainer to the $j$-th feature.

4.2. Neighbourhood Alignment

Characterising neighbourhoods in explainer attribution spaces to capture alignment provides more fine-grained information in contrast to only comparing relative ranked positions. In case alignment [34], the alignment of problem and solution spaces is compared based on the distance between the Query case, $Q$, and each neighbour case, $C_i$, in each space. The idea is that the spaces are aligned when the distances between cases are similar in both. To measure the agreement between a pair of explainers (say $E_a$ and $E_b$), using this concept, we must develop a mapping method that permits each explainer to determine the representation of the query (and cases in the case bases) in two distinct representation spaces, much like problem and solution spaces used in case alignment. Thereafter as in Figure 3 neighbourhoods from two distinct spaces can be used to assess paired explainer alignment.

In order to create a paired representation for $Q$, the ranked representation from two explainers (such as $E_a$ and $E_b$) are concatenated to form a row vector as follows: $P_{ab} = [R_a, R_b]$, \[6\]
Figure 3: Visual representation of how case alignment compares the two neighbourhood spaces in our domain. The red circles represent neighbour cases, the green circles represent the query case and the yellow circles represent other distant cases in the case base that are not considered in the alignment calculation.

where an explainer pair such as $E_a, E_b$ can be drawn from the set of attribution explainers, $\{x_1, x_2, \ldots, x_n\}$. Using the paired representation of $Q$ and cases, $C_i$, in the case base, we can use the local neighborhood alignment as a metric to assess the level of agreement between the two attribution explainer methods, $E_a$ and $E_b$ (as in Figure 3). Each part of the representation can be designated as the problem space (Explainer A space) or the solution space (Explainer B space). In Figure 3 below, $k = 5$ nearest neighbours, are analysed in each explainer space. An asymmetrical alignment score can be formulated for an explainer $E_a$, given another explainer $E_b$, by taking into account neighbourhood alignments as follows:

$$\text{CaseAlign}(E_a, E_b, Q) = \frac{\sum_{i=1}^{k} (1 - D_{E_a}^E(Q, C_i)) \cdot \text{align}(Q, C_i)}{\sum_{i=1}^{k} (1 - D_{E_a}^E(Q, C_i))}$$  (5)

The $D_{E_a}^E$ notation denotes a distance computation w.r.t. to the neighbours represented according to the explainer $E_a$ space. The nearest and farthest cases are also identified for normalisation purposes. The neighbourhood distances on the explainer $E_a$ space are weighted by a normalised align distance, which is computed w.r.t. to explainer $E_b$ space, as follows:

$$\text{align}(Q, C_i) = 1 - \frac{D_{E_b}^E(Q, C_i) - D_{E_b}^E_{min}}{D_{E_b}^E_{max} - D_{E_b}^E_{min}}$$  (6)

The degree of agreement between explainers $E_a$ and $E_b$ is directly proportional to the alignment score whereby the stronger the agreement the closer the alignment score is to a value of 1. The Case Alignment process is described in Figure 4.
5. AGREE: AGgregation for Robust Explanations

To assess the alignments between a set of $n$ explainers, we calculate all pairwise alignment scores and then aggregate them to determine a confidence level for each explainer. This confidence level can assist in arriving at a consensus on feature attribution weights (see Figure 5 for a visual aid).

Let $M \in \mathbb{R}^{n \times n}$ be a matrix representing the pairwise alignment relationships between a set of explainers, for a query case. An explainer confidence vector, $A$, is derived from $M$, denoting the confidence of each explainer, $x_i$, where for each $i \in \{1, 2, \ldots, n\}$, the value of $A_i$ is calculated as follows:

$$A_i = \begin{cases} 
\frac{1}{n} \sum_{j=1}^{n} m(i, j) & \text{if } M \text{ is symmetric}, \\
\frac{1}{2n} \sum_{j=1}^{n} [m(i, j) + m(j, i)] & \text{otherwise}. 
\end{cases}$$ (7)

Here $m(i, j)$ an element of $M$ is the pairwise alignment score between two explainer attributions for the query, i.e. $m(i, j) = f(x_i, x_j; \theta) \forall i, j \in \{1, 2, \ldots, n\}$, where $f$ is any of the explainer agreement functions. As Case Align is asymmetric, both $m(i, j)$ and $m(j, i)$ are utilised to obtain a symmetric value for $A_i$. Whereas since the feature overlap methods are symmetric, only $m(i, j)$ needs considered in Equation 7.
Next, we use the explainer confidence vector, $A$, to influence the level of importance to be assigned to each explainer’s recommended feature attribution ranks, to arrive at a consensus feature attribution weight vector for the data instance as follows:

$$\bar{w}_i^{(f)} = \frac{\sum_{k=1}^{n} (A_k \cdot R_i)}{\sum_{k=1}^{n} A_k}$$  \hspace{1cm} (8)$$

$$\text{AGREE}(A, R) = \bar{w}(f) = \frac{1}{n} \sum_{i=1}^{n} \bar{w}_i^{(f)}$$  \hspace{1cm} (9)$$

The notation $\bar{w}_i^{(f)}$ refers to the weighted attributions obtained using the alignment function $f$ as the basis for the confidence scores in the vector $A$ for explainer $i$. Note $R_i$ is a row vector for the $i$-th explainer, and $A_k$ is the confidence score of the $k$-th explainer.

Given a set of data instances, $N$, a global feature weight vector, $W$ can be computed by averaging over all of the local weight vectors and can be used to explain a model on the global level:

$$\bar{W}(f) = \frac{1}{N} \sum_{i=1}^{N} \bar{w}_i^{(f)}$$  \hspace{1cm} (10)$$

6. Evaluation

Our evaluation strategy assumes that a feature attribution method’s ability to accurately capture the significance of features within a domain can aid in model learning by providing useful feature-importance information. Therefore, by weighting the feature space of a k-NN by the agreed importance of each feature we can observe the effect on prediction performance. A stable or increased score indicates good agreement, while a dip in k-NN indicates poor agreement.

6.1. Experimental Setup

6.1.1. Datasets and AI Model

First, a set of black-box models is trained on 8 different datasets from the UCI repository\(^1\) [35] which cover a wide range of tasks (e.g. regression and classification), domains, and data types (such as tabular and text). We chose to use different variations of a neural network for each model, as gradient-based post-hoc explanation methods are only applicable to differentiable models. A summary of the trained models can be found in Table 1 below.

6.1.2. Explainers

Five established feature attribution methods were used in the experiments to obtain a base set of explanations for the black-box models:

---

\(^1\)The project code is available online at https://github.com/craigybaeb/disagreement_problem.git.
### Table 1
Summary of the datasets and algorithms used for training the black-box models.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. Features</th>
<th>No. Instances</th>
<th>AI Task</th>
<th>AI Model</th>
<th>Accuracy/MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abalone</td>
<td>8</td>
<td>4177</td>
<td>Regression</td>
<td>AutoKeras</td>
<td>4.6</td>
</tr>
<tr>
<td>Auto MPG</td>
<td>8</td>
<td>398</td>
<td>Regression</td>
<td>AutoKeras</td>
<td>12.1</td>
</tr>
<tr>
<td>IMDB</td>
<td>500</td>
<td>2500</td>
<td>Text Classification</td>
<td>MLP</td>
<td>80.0</td>
</tr>
<tr>
<td>Spam</td>
<td>500</td>
<td>3902</td>
<td>Text Classification</td>
<td>MLP</td>
<td>87.5</td>
</tr>
<tr>
<td>Cleveland</td>
<td>14</td>
<td>303</td>
<td>Binary Classification</td>
<td>AutoKeras</td>
<td>86.7</td>
</tr>
<tr>
<td>Liver</td>
<td>7</td>
<td>345</td>
<td>Binary Classification</td>
<td>AutoKeras</td>
<td>1.0</td>
</tr>
<tr>
<td>Class</td>
<td>10</td>
<td>214</td>
<td>Multi-Class Classification</td>
<td>AutoKeras</td>
<td>1.0</td>
</tr>
<tr>
<td>Wine</td>
<td>13</td>
<td>178</td>
<td>Multi-Class Classification</td>
<td>AutoKeras</td>
<td>94.4</td>
</tr>
</tbody>
</table>

**LIME** [14] is a model-agnostic feature importance explanation method that implements a surrogate model around a data instance to estimate how each feature contributed to the black-box model output. LIME creates a set of perturbations within the instance’s neighbourhood and annotates them using the black-box model. This newly labeled dataset is used to create a linear interpretable model (e.g. a weighted linear regression model). The resulting surrogate model is interpretable and only locally faithful to the black-box model (i.e. correctly classifies the input instance, but not all data instances outside its immediate neighbourhood). The new interpretable model is used to classify the data instance and an explanation of the predicted class is formed by obtaining the weights that indicate how each feature contributed to the outcome.

**SHAP** [15] is a model-agnostic feature relevance explainer with theoretical guarantees about consistency and local accuracy from game theory and is based on the Shapley regression values [36]. Shapley values are calculated by creating linear models using subsets of features present in a case base, X. More specifically, a model is trained with a subset of features of size, m', and another model is trained with a subset of features of size, m' + m̂. Here, m' + m̂ <= m, and the second model additionally includes a set of features, m̂, selected from the set of features that were left out in the first model. A set of such model pairs is created for all possible feature combinations. For a given data instance that needs to be explained, the prediction differences of these model pairs are averaged to find the explainable feature relevance weights. While Kernel SHAP is the vanilla implementation of SHAP, there are multiple alternative methods to approximate Shapley values proposed in the literature, namely Deep SHAP, BayesSHAP and TreeSHAP [15, 37, 38]. For example, Deep SHAP combines the intuition of SHAP with Deep LIFT [39] to exploit additional information about deep neural networks. Deep LIFT can approximate SHAP values by assuming that the input features are independent and that the deep neural network is linear. As a result, an approximation of SHAP values can be obtained faster than that of other methods for deep models.

**Integrated Gradients** is a gradient-based approach to finding feature attribution weights [40]. An attribution is calculated as the sum of gradients on data points occurring at sufficiently small intervals along the straight-line path from a baseline, to the query. In practice, a large number of perturbations is preferred because the summation of gradients is a
discrete approximation of continuous integration as discussed in [40]. We chose 50
perturbations and an all-zero instance as the baseline for all datasets when calculating
Integrated Gradients. It is duly noted that this is not favourable in all contexts as this
could lead to null attribution. However, the literature indicates that the selection of a
baseline is an open research question with no ideal solution at present [41].

**MAPLE** [42] is an acronym for Model Agnostic Supervised Local Explanations and combines
It centers around the use of a random forest which allows it to be used as an inherently
interpretable predictor or as a standalone black-box explainer. SILO defines a local
neighborhood by assigning a weight to each training point depending on how frequently
that point exists in the same leaf node as the given point across all trees in the random
forest. To obtain feature importances, it uses the same approach as DStump which works
by summing the impurity reductions of each root node in a tree where a split was made,
adjusting for the number of points in the node then averaging over the forest.

### 6.1.3. Alignment Measures

We compare our Case Alignment Score (Section 4) with a simple mean of feature rankings (AVG)
and the 6 feature agreement methods proposed in [13]: FA = Feature Agreement; SA = Sign
Agreement; RA = Rank Agreement; SRA = Signed Rank Agreement; RC = Rank Correlation;
and PRA = Pairwise Rank Alignment.

The agreement of both local and global explanations is compared. We test AGREE using
global explanations to measure its ability to capture the global feature importance of the model
(Equation 8). Whereas we evaluate local explanations to scrutinise the aggregation strategy on
a more granular level (Equation 9).

### 6.1.4. k-NN Variants

The explanations gathered are then used to weigh the k-NN feature space using a weighted
Euclidean distance function, such that a k-NN may be represented by k-NN\((\bar{w}, f)\). \(f\) is either
an aggregate explanation using case alignment, mean importance, or any of the feature overlap
methods, an individual base explainer or simply a function returning a vector of length \(M\)
where each element = 1 for an unweighted k-NN. The non-weighted k-NN is used as a baseline
and \(k\) neighbours is set to 5 for all 14 experiments.

Given the weights from an aggregate explanation (either global or local) we calculate weighted
Euclidean distances between two cases \(x\) and \(y\) as in Equation 11:

\[
dist(x, y) = \sqrt{\sum_{i=1}^{m} \bar{w}^{(f)}(x_i - y_i)^2}
\]  

(11)

Mean Squared Error (MSE) is used to quantify the performance of the aggregate explanations
for regression datasets, whereas accuracy is used to evaluate classification explanations.
7. Results

7.1. Explanation Fidelity

The results of the global explanation experiments (shown in Table 2) suggest that the AGREE method using any of the feature overlap methods performs equally as well in terms of fidelity (faithfulness of the explanation to the model) as taking a simple average of feature rankings. AGREE based on case alignment falls short by one dataset. The closeness in results could suggest that the loss of information brought on by the global aggregation increases the instability of explanations. Therefore, we look to local explanations as a better solution.

AGREE appears more promising for local explanations (Table 3), beating or matching the performance of the k-NN using average weighting in all cases bar one dataset (although this is the Glass dataset which seems too simple for evaluation). Case alignment aggregations appear to perform on par with feature overlap metrics proposed by [13], in terms of explanation fidelity. These results are promising as they suggest that overall, the intuition provided by our aggregation strategy is more intuitive than taking a simple arithmetic mean.

7.2. Robustness of Disagreement Measures

Figure 6 shows an example of agreement matrices for a local explanation in the IMDB dataset (N = 500 features) using feature agreement to represent the overlap metrics defined in [13] against our case align approach. We observe that as the number of features rises, alignment
measured via feature agreement tends to drop significantly, to almost zero in many cases. This is not the case for case alignment, which stays relatively stable as $N$ increases. This behavior is intuitive, owing to the fundamental nature of both metrics. Feature agreement is sensitive to $k$ features selected for comparison — $k$ increases, the likelihood that these features do not agree increases. Whereas case align takes into consideration all features in a query to compare explanations and therefore remains relatively unaffected by the number of features in an instance. In general, across all the datasets, case alignment appears to be more robust against a rise in dimensionality. This indicates to us that our method may be favourable in realistic domains where the number of features is often high.

![Disagreement matrices for an instance in the IMDB dataset (N = 500 features). The Feature Agreement matrix (left) shows the symmetric nature of the metric (note the diagonal is 1 for each pair) but the low levels of disagreement across the board. The Case Alignment matrix (right) shows the asymmetric nature of case align but indicates it can maintain a higher level of agreement in higher dimensions.](image)

8. Conclusion & Future Work

Two key contributions were presented in this work: a novel method for evaluating disagreement between multiple explainers based on local neighbourhood alignment; and AGREE — a novel explanation aggregation method to formulate robust explanations from the knowledge of various explainer methods. We evaluate Case Alignment as a measure of disagreement, and the AGREE method by weighting a k-NN by explanations and observing the degradation or enhancement of performance. Our approach to measuring disagreement was found to be more robust than previous feature overlap methods and when settling local disagreements the measure is able to capture local information to better inform the aggregate explanation using AGREE. For global disagreements, our experiments found that AGREE does not significantly improve upon simply taking the average of feature rankings to establish an aggregate importance vector. AGREE was found to outperform (or match) simply taking the mean feature ranking across all local explanations in 87.5% of datasets. Another advantage of AGREE is that it is agnostic to both the explanation methods and disagreement measures used.
We plan to continue this study by further evaluating AGREE in additional domains and modalities (such as time-series and image data). In future work, we also propose to extend AGREE to solve disputes between counterfactuals, as they have been neglected in this paper but are a popular method for explanation. These studies will be supplemented by working with our partners in the oil and gas industry to explain anomalies in early warning time-series systems on offshore platforms. In doing so, we will conduct a more complete evaluation through further quantitative and qualitative studies while evaluating AGREE explanations on the human-interpretability level.
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