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Abstract

Multimodal measurement of human learning enables a data-driven approach to learning analysis and feedback generation. This position paper discusses the possibility of feedback based on multimodal learning analytics from how machine learning methods can be applied. In particular, we first discuss how (1) behavioral measurements, such as learner browsing logs and eye tracking, and (2) content analysis of learning materials can lead to (3) prediction and modeling of learners’ states (e.g., performance) and (4) feedback generation, such as information presentation and content optimization, through some research examples. We then show future research directions of machine learning-based learners’ state modeling for feedback generation.
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1. Introduction

Various measurements of learning behaviors, such as clickstreams of e-book manipulation [1] and gazing patterns at lecture videos [2, 3, 4], have been introduced to study individual-adaptive learning in higher education. These multimodal observation data enable a precise data-driven learning analysis, which had been based mainly on the instructor’s experience. On the other hand, the advancement of machine learning enables detailed content analysis of text and image data [5, 6]. By integrating (1) multimodal measurement of human learning behaviors and (2) multimodal analysis of learning materials through fine-grained learning analytics, we are aiming at (3) estimating learners’ states and (4) generating feedback to individuals adaptive to their situations. In higher education, how to increase feedback frequency to students with a limited number of teaching staff is an important issue. Data-driven or machine-driven feedback has the potential to support various types of learning, not only for students but for the improvement and optimization of teaching methods and learning materials on the teachers’ side.

The concept of feedback loops with machine learning models has been discussed in the field of multimodal learning analytics (MMLA) (e.g., [7]), where the analysis of multimodal learning behavior is the main focus. This position paper extends the idea of feedback loops in learning analytics, focusing on using content analysis (i.e., learning material) with behavioral data and automatic content generation based on machine learning techniques. In Sec. 2, we discuss...
technical components in our assumed feedback loop by limiting learning context to e-book and video viewing-based learning situations. Section 3 shows some examples of performance prediction models and slide-content generation, which have the potential to be used for feedback. We then discuss an important research question for feedback generation “what is an appropriate representation of learners’ state?” in Sec. 4.

2. Technical Components for the Feedback Loop

The overall structure of the feedback loop envisioned in this paper is shown in Fig. 1. We consider electronic text browsing logs (e.g., clickstreams) and eye-tracking data for the learners’ behavioral measurement in Fig. 1 (1). With the spread of learning management systems (LMSs) and massive open online courses (MOOCs), learners’ behaviors, such as signing in/out and assignment submission, are obtained by system logs. Besides, more detailed behaviors can now be measured by e-book systems and online-course systems as operation logs of lecture materials (e.g., page transitions, adding or deleting markers) [1] and lecture videos (e.g., pause, rewind) [3]. Furthermore, additional devices and software enable multimodal behavioral measurements, such as eye-gaze tracking, which tell us fine-grained in-class activities of learners [2, 4]. This paper assumes learning situations where such e-book systems or eye-gaze trackers are introduced.

Meanwhile, the potential and application range of content analysis in Fig. 1 (2) are now increasing because of the advancement of machine learning. In particular, its media-analysis capability covers a wide range of contents, including textbooks, quiz questions, lecture slides, videos, and audio. Neural networks such as recurrent neural networks (RNNs) and Trans-
formers have recently made it possible to obtain detailed features of words, sentences, and documents. The same applies to image features using convolutional neural networks (CNNs). As a result, the features of multimodal content can be extracted in vector representations, which can be used for various types of analysis, such as performance prediction and similarity analysis.

Behavioral data captured in (1) and the content features obtained in (2) are then used for learners’ modeling, such as performance prediction and the estimation of learners’ state (e.g., mental and cognitive states), using machine learning methods (Fig. 1 (3)). As many machine learning models lack interpretability or explainability, we need to consider how explainable the models should be, which depends on feedback objectives (see Sec. 4 for detailed discussion).

For the feedback step in Fig. 1 (4), it is important to decide whom to target and when and what to provide. For example, it is possible to provide feedback to teachers on which slides students browse during class [9]. Providing information on which slides or topics students struggled with is also helpful in supporting their reflections after the class. Furthermore, personalized summaries or converted content (e.g., videos and slides for easier comprehension) can be generated by optimizing learning materials. Here, various types of feedback can be considered through MMLA depending on how the components from (1) to (4) are used.

3. Examples of Learning Analytics toward Feedback Generation

This section introduces research examples we are working on toward realizing feedback to show some technical components described in Sec. 2 and to discuss how they can be combined.

3.1. Performance Prediction through Behavioral and Content Analysis

In order to predict each student’s performance, we can utilize both (a) what learning content is used and (b) how each student behaves. We here hypothesize that combining the content information from (a) and behavioral features from (b) will enable us to achieve more accurate performance prediction compared to only using content-independent features (b).

**Browsing-log data on an e-book system.** Some universities use e-book systems to obtain the log data of students’ browsing behavior when manipulating textbooks or slides [1]. Using such browsing log data allows various data mining and analytics, such as the discovery of behavioral changes before and after COVID-19 [10] and grade prediction based on machine learning [11], become possible. With such log data, we predict quiz scores by combining information on slide content (e.g., text) with the features of students’ behavioral data (i.e., operation logs obtained from the e-book system). Here, we utilize Sentence-BERT [12] to obtain the embedded vector representation of each slide page and take the weighted sum of the vectors using the duration of page viewing as the weights. Then, the obtained vector is used as input for a gradient-boosting model to predict scores. The results show that using such features increases the accuracy of predicting the quiz scores, which suggests that content-dependent behavioral features are informative in predicting each learner’s performance level.

**Eye tracking data during video viewing.** Eye tracking is used for a finer-grained measurement of learners’ behavior during viewing lecture videos. The gazing point series can be used to estimate learners’ various states, including “mind wandering” [13] and “actively examining slide materials” [4]. In addition, as with browsing log data, gaze data may include
features related to students’ performance \cite{2}. Here, we incorporate attentional states estimated from eye-gaze data for predicting students’ performance by exploiting a probabilistic model of switching attentional states \cite{4}. The model automatically estimates sequences of attentional states by assuming that each of the three gaze distributions, including time-dependent and content-dependent distributions, corresponds to each attentional state. Our ongoing research suggests that not only content-dependent gaze features, such as where the learner looks and what is looked at, but the estimated attentional states contribute to quiz-score prediction.

The prediction of students’ performance (e.g., final grades, comprehension of each topic) can be used to generate various feedback for both students and teachers. Feedback forms include visualization on dashboards that learners can check themselves, recommendation of learning materials, interactive support (e.g., chatbots), and the detection of students who need help from teachers. The implementation and verification of these feedback methods need to be investigated in the future.

3.2. Automatic Content Generation and Emphasis

Research on feature extraction and automatic text summarization using neural networks is rapidly advancing in the natural language processing (NLP) community. Text feature extraction methods, including word embedding (e.g., Word2Vec \cite{14}) and Transformer encoders (e.g., BERT \cite{5}) are widely used for text analysis exploiting vector representations that encode the similarity of content.

**Lecture-video emphasis using audio.** Those vector representations and similarity measures are key to finding related text in learning materials. In our ongoing work, we utilize those vector representations of text data to realize automatic spotlighting of video content. Once the lecturer’s utterance is processed by text-to-speech, the similarity between slide text and speech is computed, and the corresponding regions can be emphasized to guide learners’ attention.

**Slide generation from documents.** Transformer-based automatic slide generation from documents \cite{15, 16} has recently attracted the attention of researchers in the machine learning community. While the text layout in a slide is not considered in these studies, we try to generate slides from a Wikipedia page by automatically selecting text layouts to improve the slide readability. To select appropriate layouts, we train and utilize a BERT-based classifier for estimating the discourse relationship of a given sentence pair.

As our ongoing work on automatic content highlighting and generation are not individualized, it needs to be combined with learners’ performance modeling described in Sec. 3.1. In addition, not only the information of content but learners’ behavior data (Fig. 1 (1)) can also be used to find important topics and pages that should be emphasized \cite{17}. Therefore, the integration of (1), (2), and the learner model (3) is also an interesting challenge.

4. Machine Learning for Learners’ Modeling

Machine learning techniques can be applied for various objectives, from predicting students’ performance to generating content, in the context of learning analytics loop as described in Sec. 2 and Sec. 3. However, it has not yet been elucidated on “what kind of learners’ information is required to provide appropriate feedback and how machine learning models can estimate such
information.” Machine learning could contribute to learners’ state modeling in the following three levels: feature level, manually designed level, and automatically extracted level. In this section, we discuss the above questions regarding the learners’ state representation and present several challenges.

**Feature-level representation.** The most straightforward representation of a learner’s state is the amount of activity on learning materials or topics, such as the frequency the learner has viewed slide pages, texts, figures, and the count of correctly answering topic-related questions. Once the similarity among learning materials or topics is extracted automatically using machine learning techniques (e.g., Transformer encoders described in Sec. 3.2), the similarity structure of learning content provides essential information to infer learners’ knowledge in detail in behavioral and content-related feature space. This leads to the generation of meaningful feedback, including recommendations and optimization of learning content. Automatic or semi-automatic knowledge extraction from learning materials (e.g., [18]) may also facilitate this process.

**Manually designed state representation.** The second direction is to manually design a learner’s state (e.g., emotion, attention, cognition, knowledge levels, skills, key competencies). While these variables cannot be directly observed from behavioral data, it is possible to estimate them using machine learning models once the model is trained using annotated datasets [7]. The results of quizzes, tests, and exams are also used as the training data for the model. The performance prediction studies introduced in Sec. 3.1 are examples of this direction, which infer the state of learners from their behaviors even when they do not take exams. Note that the recent trend of machine learning enables integrating different modalities, such as multimodal behavioral data and learning materials, using embedded vector representations extracted from various encoder models. The estimated knowledge states can be used to generate a variety of feedback, such as learning material recommendations, as described in Sec. 3.1.

**Automatically extracted state representation from data.** Machine learning could contribute to extracting learners’ states automatically as a latent representation in a model through behavior analysis. This direction corresponds to the “end-to-end modeling of the learner’s internal state” described in Sec. 2. For example, the techniques of Knowledge Tracing [19], which model the knowledge state of individual learners from a series of questions and their answers, have been rapidly advanced with machine learning models. While it also predicts learners’ performance, similar to Sec. 3.1, a learner’s state is obtained as a latent variable through end-to-end model training. This opens up the possibility of finding a useful representation of learners’ states from the data without annotation, although there are difficulties in ensuring explanatory and interpretability. To make the latent variable in the end-to-end model more interpretable, we can further impose the model with prior or external knowledge as the design of model structures, parameter constraints, and regularizers. Graph neural networks [20] are examples of such model structures that would allow the smooth integration of knowledge in learning theory.
5. Conclusion

This position paper introduced how the recent machine learning techniques can be applied to the components of MMLA-based feedback loops, focusing on integrated content analysis with behavioral data and content generation. In particular, we discussed that the recent trend of representation learning would open up new possibilities for integrating multimodal behavioral and contextual data. To estimate learners’ states in deep and generate appropriate and detailed feedback, the field of learning analytics and machine learning can collaborate in many aspects, and this leads to a new framework of feedback loops in MMLA.
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