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Abstract
Applying information extraction to legislative texts is a challenging task that requires a specification to distinguish the relevant
parts from the less relevant parts of the text. Moreover, there is still a lack of appropriate language- and domain-specific data
in the field of information extraction. This work investigates the extraction and modeling of key figures from legal texts.
We introduce a universally applicable annotation scheme together with a semantic model for key figures and their logically
connected properties in legal texts. Moreover, we release KeyFiTax, a dataset with key figures based on paragraphs of German
tax acts manually annotated by tax experts together with a knowledge graph populated from these paragraphs based on our
semantic model. Using our dataset, we also evaluate and compare state-of-the-art entity extraction models in terms of long
entity spans and low-resource data. Furthermore, we present a transformer-based approach for relation extraction using
entity markers to obtain a logical formulation of the key figures. Finally, we introduce task triggers for training a combined
resource-efficient entity and relation extraction model. We make our dataset together with the semantic model and the
knowledge graph, as well as the implementation of the entity and relation extraction approaches investigated in this work
public.
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1. Introduction
Key figures represent a central component in legal texts
of tax laws. They are crucial for applying laws and are
an important criterion in the amendment of laws. Such
key figures are, e.g., Entfernungspauschale ‘distance al-
lowance’, Kinderfreibetrag ‘child tax-free allowance’ or
Werbungskostenpauschale ‘flat-rate income-related ex-
penses allowance’.

Changing key figures in the tax laws directly affects
the resulting tax revenue. An example would be increas-
ing the commuter allowance to 50 cents per km. In terms
of estimating the impact of a change in the law, a model
can be used to simulate what effect an adjustment of the
key figures will have on the specific tax forecast. To fa-
cilitate this, in this paper we propose an approach based
on information extraction and semantic technologies.
For this it is first necessary to recognize and extract the
key figures with their logically connected properties and
rules from legal texts. This task requires an automatic
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Figure 1: Ontology for semantic modeling of key figures and
their logically connected properties in legal texts

understanding of the legal texts and recognizing the rel-
evant information within the text. Then it is necessary
to semantically model the extracted information using a
specific ontology and populate a Knowledge Graph (KG)
out of this information. This then allows to compare the
KG’s of existing and new law texts to identify legislative
changes. In this paper we focus on the information ex-
traction part and the semantic modeling part. We leave
the differential analysis and the prediction of the impact
on tax revenue for future work.

We use natural language processing (NLP) and ma-
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Figure 2: Two excerpts from paragraphs annotated according to our developed annotation scheme

chine learning (ML) approaches to extract key figures
from legal texts. Specifically, we consider this problem a
token-level classification task, known as sequence label-
ing. With this approach, each token of a text is classified
according to the predefined categories, whereby tokens
not assigned to any class are labeled with zeros [1]. More
precisely, this can also be interpreted as an entity extrac-
tion task in which individual entities can span over many
words or tokens. Entity extraction is widely used in the
research area of information extraction (IE) and has also
been applied in the legal domain [2].

We face several challenges in applying standard en-
tity extraction approaches in our work. Since we focus
on German tax legal texts, we have both language- and
domain-specific data. It means we are in a low-resource
domain and have to deal with limited training data. More-
over, the entities can span over many tokens, making it
harder for the models to recognize the complete entities.
Furthermore, not all numeric currency values are directly
relevant to key figures. Therefore, the model must learn
the text semantics and what specific tokens refer to in
order to extract the relevant values.

For obtaining a logical formulation of the key figures,
it is necessary to extract the key figures represented by
their entities and the relations between them. To address
this, we also consider relation extraction approaches in
our work. To facilitate resource-efficient training and to
get more benefit from the limited amount of available
training data, training a combined model for both entity
and relation extraction is reasonable.

As a prerequisite to training models for the automatic
extraction of key figures, we also introduce an annotation
scheme together with a semantic model for key figures
in legal texts. A variety of approaches, ontologies, and
knowledge graphs already exist for semantic modeling
of legal texts. LegalRuleML by Palmirani et al. [3] is
intended to model legal rules and to connect between
legal sources and metadata of the rules. They also in-
troduce a Metamodel with defined nodes (classes) and
edges (properties) to expose the LegalRuleML Metadata
as linked data. Moreno Schneider et al. [4] propose a
Legal Knowledge Graph that integrates and links hetero-
geneous compliance data sources including legislation,
case law, regulations, standards, and private contracts.
Holzenberger and Van Durm [5] investigated the perfor-

mance of natural language understanding approaches
on statutory reasoning by introducing the SARA dataset,
which consists among other of extracted arguments and
a graph-based representation of those arguments. Nev-
ertheless, these approaches are either too general and
generic or too specifically modeled for a particular prob-
lem to fit our use case of modeling key figures. Therefore,
we propose a new semantic model tailored to our use
case that models the key figures with their properties in
detail. The authors of this paper are a diverse team of
NLP and ML experts and tax experts. In interdisciplinary
cooperation, we have developed an annotation scheme
and a semantic model in an iterative process, which con-
tains the classes and properties required for the complete
specification of the key figures.

There are various challenges when annotating the key
figures. Since legal texts can be structured in a complex
way, the goal is to find a universally applicable annotation
schema. Furthermore, most key figures contain not just
a single value but different values that apply under differ-
ent conditions. Using the created annotation scheme, we
generated a manually annotated gold standard dataset
based on paragraphs of German tax laws. This dataset
is the basis for training and evaluating different state-of-
the-art information extraction models. Figure 2 shows
two examples of annotated paragraphs with distinct cat-
egories or entity types.

By applying our information extraction models and
our semantic model, the adjusted key figures will be
extracted and semantically modeled when the legal texts
have changed so that they can be taken into account in
the tax forecast. In summary, the contributions of this
paper are as follows:

• An annotation scheme together with a semantic
model for key figures in legal texts

• A dataset consisting of paragraphs of German tax
laws with annotated key figures and a knowledge
graph populated with these key figures

• Evaluation and comparison of state-of-the-art en-
tity extraction models in terms of long entity
spans and low-resource data utilizing the pro-
posed dataset

• A transformer-based approach for a combined
resource-efficient extraction of entities and rela-
tions from legal data.



2. Semantic Model and Dataset

2.1. Data Sources and Data Selection
The initial data basis for generating the annotated dataset
is legal texts in the German language. For this purpose,
we took advantage of the publicly accessible website of
the German Federal Ministry of Justice and the Federal
Office of Justice1, which contains the current German
laws and legal regulations. These legal texts are available
in various data formats, such as XML, PDF, or HTML.
For our purpose, we use the XML files and automatically
extract the contained legal paragraphs.

In accordance with the overall aim of providing a
model for determining the impact of legislative change
on tax revenues, we select on a primary step the relevant
German tax laws, notably the Fiscal Code (Abgabenord-
nung), the Income Tax Act (Einkommensteuergesetz),
Corporate Tax Act (Körperschaftsteuergesetz), Inheri-
tance Tax Act (Erbschaft- und Schenkungsteuergesetz)
and further tax acts regulating German direct and indirect
taxes. To generate a larger dataset, we also considered
further tax acts from other jurisdictions in the German
language, such as the Austrian or the Swiss, but gave up
on this due to the inconsistent and, therefore, harmful
use of the same key figures in a differing meaning or dif-
ferent key figures in the same meaning as the key figure
from the German jurisdiction.

In the second step, we determine the relevant sections
and paragraphs of the selected acts. To this end, we ask
which rules directly impact the tax revenues and have
not only a serving or systematizing function. Thereto
we select these sections and paragraphs, which contain a
key figure and a corresponding value and unit, which are
the essential and mandatory components of the relevant
key figures, whereas the other categories are optional.
The categories are described in detail in the next section.

2.2. Semantic Model
We introduce our annotation scheme and our semantic
model for creating the dataset with different semantic
categories for the key figures. The goal is to provide a
comprehensive specification of the key figures so that
they can be used independently of the legal text for down-
stream applications, such as tax forecasts. The annotation
scheme and the semantic model should be universally
applicable to legal texts, which can be structured in vari-
ous complex ways. We identified the semantic categories
in an iterative process by analyzing different paragraphs
of tax acts and revising our annotation scheme continu-
ously.

First, we introduce the category for the key figure itself
as a central category, which is specified by containing one

1https://www.gesetze-im-internet.de

or more values that have an impact on tax revenue. The
annotation can be considered as the name or label for the
key figure. It corresponds to a text phrase or word that
describes this key figure. Figure 2 shows, for example,
the annotation of the key figures distance allowance and
child allowance. Then, since every key figure we consider
here should have at least one or more values, there is
the category for these values that we call expression of
the key figure. These are numerical values or terms to
which the key figures refer, such as the values 0.30 or
4 500 in Figure 2. The expressions can be specified in
certain units, so there is a category for units. In the case
of monetary amounts, which often appear in tax acts, the
unit is in most cases a currency, such as Euro.

With these three categories, simple key figures can
already be specified. However, while analyzing the legal
texts, we found that the key figures can also be structured
much more complexly. Thus, most key figures contain
not only a single expression but different expressions
that apply under different conditions, and there are also
preconditions for specific key figures. For this purpose,
we introduce the category condition. It includes spans
of text over several words with conditions that apply
to a key figure or for which a key figure has specific
expressions. An example is the commuter allowance,
which amounts to 0.30 euros up to 20 kilometers driven
and increases to 0.35 euros from kilometer 21. Another
example is given in Figure 2, where it is shown that
the child allowance can have different expressions resp.
values depending on the number of children, which is
the condition there.

We also found that there can be different types of con-
ditions, namely negative, alternative, or cumulative con-
ditions. An example of a negative condition can be found
in section 24 sentence 2 of the Corporate Tax Act. The
provision stipulates that the allowance for corporate tax
subjects, as regulated in sentence 1, does not apply to
the type of subjects specified in number 1 to 3 of the
provision. Alternative conditions are, for instance, used
in section 10b para. 1 Sentence 8 of the Income Tax Act.
The sentence regulates that certain membership fees can-
not be deducted in case they are paid to corporations
serving certain in number 1 to 5 specified purposes. The
deduction prohibition already applies, if only one of these
numbers is fulfilled, as indicated by the word or between
the ultimate and the penultimate number. Section 10b
para. 1a sentence 1 contains one of many examples of cu-
mulative conditions, where donations into the assets of a
foundation are only declared deductible, if they meet the
requirements of a donation into the assets of a founda-
tion, the provisions of para. 1 sentence 2 to 6 are fulfilled,
and an application has been filed.

Another point to consider when describing key figures
is that the expressions are not always just fixed values but
can also define a range in which a key figure applies. This

https://www.gesetze-im-internet.de


Table 1
Semantic categories with some sample formulations and their English translations

Category Examples in German English Translations

Key figure (stated) "Pauschbeträge für Werbungskosten", "Entfer-
nungspauschale"

"Lump sums for advertising expenses", "distance
allowance"

Key figure (declarative) "Steuerabzug von den nach Abzug der Betrieb-
sausgaben oder Werbungskosten verbleibenden
Einnahmen"

"Tax deduction from the income remaining af-
ter deduction of operating expenses or income-
related expenses"

Expression (stated) "0.35", "2 Millionen", "30 Prozent" "0.35", "2 millions", "30 percent"
Expression (declarative) "10 Prozent der gesamten Einkünfte der aus-

ländischen Gesellschaft"
"10 percent of the total income of the foreign
company"

Unit "Euro", "EUR", "€" "Euro", "EUR", "€"
Condition "Einnahmen aus nichtselbständiger Arbeit" "Income from non-employee work"
Range "insgesamt bis zu", "von mindestens" "in total up to", "of at least"
Factor "pro Kilometer", "monatlich" "per kilometer", "monthly"

is covered by the range category. The range is an indicator
for the area in which an expression is valid. This area can
be defined by either an upper limit, a lower limit or some
limit range. Figure 2 shows an example of an upper limit
"at most" and a lower limit "an amount greater than". In
addition, there is also weighting of the expressions, which
we call factors. This category characterizes the factor that
must be considered for a expression and indicates what
the expression refers to. These factors can be further
divided into temporal factors, which refer to periods of
time, such as months or years, and quantitative factors,
which refer to some absolute amount. For example, the
paragraph in Figure 2 includes a temporal factor "per
calendar year" and a quantitative factor "for each full
kilometer".

Furthermore, we found that not all key figures have
their expressions explicitly mentioned as such in the legal
texts. It means that the key figures sometimes cannot
be recognized as distinct mentions of a short sequence
of words, and expressions do not always occur as easily
recognizable numerical values. Instead, the key figures
and expressions can also be implicitly described in the
legal texts using long phrases in a declarative manner.
To tackle this, we have two additional categories for the
declarative phrases of the key figures and expressions,
called declarative key figures and declarative expressions.
For the cases where the key figures and expressions are
explicitly mentioned, we use the categories stated key
figure and stated expression. Table 1 shows all introduced
semantic categories with some sample formulations and
their English translations.

To assign the annotations created according to the se-
mantic categories to each other in order to obtain a logical
formulation of the key figures, we also introduce relation
types between the categories. This is also particularly
important, since a single paragraph may contain multiple
key figures with the associated other categories. Based
on the defined semantic categories and relation types,
we build a semantic model in the form of an ontology as

shown in Figure 1 using the RDF Schema2 vocabulary.
The semantic categories become the classes and the rela-
tions become the properties of this ontology, which also
define the permissible properties between these classes.
For the class expression, we have also defined data prop-
erties for storing the numeric values if they are explicitly
specified or the phrases for the declarative expressions.
This model allows the assignment of the key figures to
the associated conditions and expressions during anno-
tation. Noteworthy are the properties hasCondition and
hasExpression since they can be applied to two different
classes as a head. When considering conditions, these can
apply directly to certain key figures or define the validity
of different expressions. On the other hand, expressions
can be derived directly from a key figure or can also be
part of a condition.

Furthermore, we introduce the relation join to link
related annotations from the same semantic category
since there are cases where a single entity is spread across
multiple annotations. Beyond the key figures, we also
model the pargraphs that contain the key figures and
the legal sources, in our case the tax acts that consist
of the parapgraphs. In addition, since conditions can be
expressed not only by natural text, but also depend other
paragraphs, we also introduce a property referTo between
condition and paragraph.

2.3. Annotation Rules and Dataset
Acquisition

Given the developed annotation schema and the collected
data sources, the next step is to annotate the legal texts
and build up the dataset. For the further procedure of
annotating the dataset and applying the information ex-
traction models, we refer to the semantic catgories or
classes as entities and the properties as relations. We first
used the selected paragraphs from Section 2.1 and per-
formed a simple pre-annotation task. Using rule-based
2https://www.w3.org/TR/rdf-schema/
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approaches and pattern matching, we automatically en-
riched the paragraphs with annotations for the expression
and unit categories. The annotators reviewed these pre-
annotations and corrected, removed, or complemented
them as necessary. For storing the pre-annotated data,
we have chosen the CAS format serialized as an XMI file.
It allows us to import the data directly into the anno-
tation tool. For manual annotation of the texts, we use
the INCEpTION tool3 [6] as it has an intuitive graphical
user interface and can be configured well for specific
annotation tasks.

Furthermore, we defined a set of annotation rules. We
only allow complete words to be annotated and not parts
of words. We do not allow multi-label annotation except
for the conditions category, which means that each token
can only be labeled with one of the defined semantic
categories. Conditions are an exception to this rule. Each
token already labeled as a condition can also have a label
of another category because conditions can also represent
a key figure concurrently, and conditions themselves can
contain expressions. For example, section 10 para. 1a
sentence 1 number 1 of the Income tax act contains the
key figure of maintenance payments to the divorced or
permanently separated spouse who is subject to unlim-
ited income tax liability, which is a condition of this key
figure. This is because the key figure and its expression
only apply if the maintenance payment, as defined else-
where (in the German Civil Code) but referenced here, is
paid.

We also found that besides different types, the condi-
tions can also have different formats. Considering the
length, some conditions that span only a few words, and
others might span entire sentences. Here we do not limit
the length of the conditions and allow arbitrary long
phrases. The same applies to the categories declarative
key figure and declarative expression.

For our annotation task we simplify for now the issue
that there are different condition types, and do not dis-
tinguish these types during annotation. We define that
cumulative conditions are labeled contiguously and that
alternative conditions are labeled separately as long as
they do not have a common beginning or end of sentence.
In addition, the relations between the entities are also
annotated. However, the relations are only allowed be-
tween certain entity types, in a defined direction. This
annotation was done in accordance with the classes and
properties defined in the ontology in Figure 1.

The data was annotated by tax experts who coauthored
this paper in an iterative process. In this process, we also
continuously developed the annotation scheme together
with the semantic model. The first semantic model was
more restrictive and as it progressed we allowed more
relations when it was necessary. In addition to the specifi-

3https://inception-project.github.io/

cations already mentioned, there were other aspects and
challenges to be considered during the annotation. The
general challenge is the complexity of the German tax
regulations, which are often long, convoluted, and con-
tain references to other provisions. Hence, compromises
were often necessary between annotation as accurately
as possible and managing the complexity of annotations
that would otherwise result in specifying rules that affect
only a small number of tokens. Because the dataset is of
a manageable size, the annotation agreement was that
the annotation is done piecewise by both commenters
simultaneously. Anomalies and deviations were then
discussed together with the NLP engineers and the an-
notation scheme was readjusted if necessary.

2.4. Dataset Statistics
The generated dataset includes 106 annotated paragraphs
from 14 different German tax acts. Table 2 show the
statistics of the generated dataset with the number of
annotated instances and the token sequence length for
each category. It shows that the dataset contains 157
annotations of key figures, with the corresponding addi-
tional categories. The statistics also illustrate that the
annotations for categories condition, declarative key fig-
ure, and declarative expression contain very long token
sequences. We further populated a KG out of this an-
notated dataset using the defined semantic model from
Section Section 2.2. The annotated dataset, as well as the
KG and the list of tax acts of which paragraphs are in-
cluded in the dataset, have been made publicly available
and can be found in the project repository.

Table 2
Statistics of the entities and relations in our dataset. No. is the
number of annotated instances and Tok. the mean number of
tokens for each category.

Entity Type No. Tok. Relation Type No.

Key figure
(stated)

129 4 hasKeyFigure 157

Expression
(stated)

295 2 hasExpression 319

Unit 284 1 hasUnit 279
Condition 491 14 hasCondition 399
Range 75 2 hasRange 75
Factor 97 11 hasFactor 137
Key figure
(declarative)

28 14 hasParagraph 106

Expression
(declarative)

32 6 join 139

https://inception-project.github.io/


3. Approaches for Key Figure
Extraction

Given the dataset described in Section 2, the goal is to
automatically extract the key figures specified by their
semantic types from the legal texts. We address this
problem by employing entity extraction approaches. In
the entity extraction task, each token of a text is assigned
a label according to some predefined categories, whereby
tokens not assigned to any category are labeled with
zeros. The individual entities can then span over a large
number of tokens. Based on this, ML-based classification
models can be trained to classify each token. Ideally, the
model memorizes the examples seen during training and
tries to generalize to unseen examples.

3.1. Approaches from NLP libraries
In our work, we consider and compare different ap-
proaches for entity extraction. First, we investigate the
approaches of two well-known NLP libraries spaCy and
RASA. For spaCy, we take advantage of the provided pre-
defined pipelines for training named entity recognition
(NER) models4. We used the recommended settings and
adjusted the hyperparameters for our use case, as shown
in Table 7. From RASA, we use an entity extraction ap-
proach based on a conditional random field (CRF) model5.
This model utilizes the sklearn-crfsuite6 and uses features
of the words (e.g., capitalization, part-of-speech tagging)
and their context to assign probabilities to certain entity
classes.

3.2. Transformer Models for Entity
Extraction

We also consider transformer-based approaches as we
investigate the low-resource scenario and have to cope
with long entity spans. Transformer architecture aims
to solve sequence-to-sequence tasks while being able
to consider long-distance dependencies across several
words in a sentence by employing the attention mech-
anism [7]. Transformer-based language models can be
pre-trained on large text corpora, allowing them to un-
derstand the contextual relationships between individual
words and sentences. Considering the entity extraction
task, we choose models that utilize the encoder part of
the transformer architecture. These models provide an
encoded representation of the input sentences. We use a
final classification layer to classify the sentence tokens
according to our annotation scheme.

For our work, we select relevant models pre-trained on
German text data. First, we consider the German BERT
4https://spacy.io/usage/training/
5https://rasa.com/docs/rasa/components/#crfentityextractor
6https://sklearn-crfsuite.readthedocs.io/en/latest/

model and the GBERT and GElectra models by Chan et al.
[8], which, in addition to Wikipedia- and news articles,
is also pre-trained on 2.4GB of German legal texts from
Open Legal Data7 [9]. We also consider a multilingual
language model XLM-RoBERTa [10], which is pre-trained
on 2.5 TB of data from 100 different languages, including
about 100 GB of German texts.

In order to face the challenge of long input sequences
due to the long paragraphs legal texts can have, we also
consider the Longformer model by Beltagy et al. [11]. In
contrast to the other models, which only allow a max-
imum length of 512 tokens as input, this model allows
up to 4096 tokens. Specifically, we use the XLM-R Long-
former model by Sagen [12]8. This is an XLM-RoBERTa
model that has been extended to allow sequence lengths
up to 4096 tokens using the Longformer pre-training
scheme.

3.3. Relation Extraction
As described in Section 2, our goal is to automatically
extract key figures represented by their entities and the
relations between them to obtain the logical formulation
of key figures. We employ a relation extraction approach
to classify the relationship between the entities. Table 2
lists the relations in our dataset. Note that a simple rule-
based assignment of the relation type based on the en-
tity types according to the ontology in Figure 1 is not
straightforward as the relationship may or may not exist
depending on many other factors. Therefore, we apply
ML-based approaches to this task.

We adopt a transformer-based approach inspired by
Zhou and Chen [13] and introduce typed entity mark-
ers to the input text before feeding it into the model.
First, we add special tokens into the vocabulary of the
model and use them to enclose subject and object entities
within the input paragraph: [SUB], [/SUB], [OBJ],
[/OBJ]. In addition to the subject and object, we also
mark the type of entities in the input text by using addi-
tional special tokens for each entity type, which provides
the neural network with prior knowledge that facilitates
the learning process.

Multiple training samples are generated for each input
paragraph depending on the number of entities contained
in that paragraph. For each sample, we mark one entity
as a subject and all other entities as objects. Similar to
the sequence labeling approach (Section 3.2), we feed
the text with marked entities to the encoder to obtain a
token-level representation of the input. Then, we apply
a classification layer to classify the relations between the
subject and objects. We label each [OBJ] token with the

7http://openlegaldata.io/research/2019/02/19/
court-decision-dataset.html

8https://github.com/MarkusSagen/
Master-Thesis-Multilingual-Longformer
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Sequence Labeling Model
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Figure 3: Excerpt from a paragraph with marked entities, labeled relations and trigger token for relation extraction accordant
our proposed approach

relation type between the subject entity and the corre-
sponding object entity. Entities with no relation to the
subject entity are labeled with zeros.

3.4. Joint Entity and Relation Extraction
Extending the approach from Section 3.3 further, it is
possible to use the same network architecture to train a
combined entity and relation extraction model. To this
end, we introduce new special tokens called task trig-
gers to distinguish the entity and relation extraction task:
[EE] and [RE], respectively. We insert these tokens at
the beginning of each paragraph right after the [CLS]
token.

Moreover, since the condition class may overlap with
other classes in our dataset, we employ task triggers to
distinguish between groups of entities by defining addi-
tional triggers for each group. It allows us to separate
entities into groups of types with non-overlapping an-
notations. Specifically, we have one entity group for
conditions, marked with [GRP-1], and one group for
the remaining entity types, marked with [GRP-2]. Con-
sidering that we have two entity groups, this gives us
two training samples for entity extraction and multiple
samples (depending on the number of entities) for rela-
tion extraction for each paragraph. By executing multiple
forward passes on a single token classification model, we
can recognize entities with overlapping annotations as
well as the relations between these entities.

One advantage of this approach is that we do not need
to train separate models for the different entity groups
and for relation extraction, which saves computational
resources for training and memory resources for infer-
ence. Another advantage is that we get a larger number
and variety of samples for training the model and thus
more benefit from the limited training data available. Fig-
ure 3 shows an example excerpt of a paragraph with
the marked entities and the labeled relations. A detailed
overview of all generated training samples for this ex-
cerpt can be found in the project repository.

4. Experimental Evaluation

4.1. Comparison of Approaches for Entity
Extraction From Legal Data

In this experiment, we evaluate the entity extraction
approaches described in Section 3 on the dataset intro-
duced in Section 2. For this purpose, we only use the
superclasses condition, unit, range and factor of our se-
mantic model and do not distinguish into the subclasses.
However, for the key figure and expressions classes we
retain the distinction between the stated and declarative
subclasses.

4.1.1. Experimental Setup

Data Split andData Partition We use different strate-
gies for splitting the data. For evaluating the different
types of transformer models described in Section 3.2 and
finding the best-performing model on our dataset, we
randomly split the data into fixed training (80%) and eval-
uation (20%) subsets. This results in 85 paragraphs for
training and 21 for evaluation. For the condition class,
which is trained separately, there are 73 paragraphs for
training and 18 for evaluation. This allows us to identify
the most suitable models in less time and with less compu-
tational effort compared to the more complex evaluation
approach we used afterward.

In the next step, we select the best-performing trans-
former model and compare it with the other approaches
described in Section 3.1 using k-fold cross-validation.
This validation technique is particularly suitable for the
low-resource scenario considered here, as it reduces the
influence of the distribution of data across the training
and test splits on the evaluation results of the models.
We choose k= 5 and randomly divide the dataset into
five equal-sized subsets. In each iteration, one subset is
retained as the data used for testing the model, and the
remaining four subsets are used as training data. Thus,
each subset is used once for evaluation and four times



for training the model. The results are then averaged to
produce the final scores.

Training Setup As the annotations for the condition
class may overlap with other annotations, we train two
separate models — one for the recognition of the con-
dition type and the other for the recognition of the re-
maining entity types. We train the transformer model
over 200 epochs with a batch size of 8 and a learning rate
of 1 × 10−5. All other relevant hyperparameters and
the configuration files used for the other approaches are
documented in the project repository.

Evaluation Metric For each entity type individually,
we report the token-level micro-averaged F1 score on the
test set as the evaluation metric in the charts. We also
provide the macro-averaged F1 score over all classes as a
tabular overview. For k-fold cross-validation, we report
the average F1 score achieved over all five training runs.

4.1.2. Results and Discussion

Transformer Models The evaluation results for com-
paring different pre-trained transformer models are pre-
sented in Table 3 as a summary overview. The detailed
performance of the evaluated models per class is visual-
ized in the project repository. The results show that the
GBERT and XLM-RoBERTa models outperform other
models for the declarative expression class. The best-
performing Transformer model is XLM-RoBERTaLARGE

with a F1 score of 56.8 %.

Model comparison By choosing XLM-RoBERTaLARGE,
we perform a cross-validation of this model and the
spaCy-NER and RASA-CRF approaches. Figure 4 present
the results of this experiment.

In the case of the unit class, all models achieved high
F1 scores. Unsurprisingly, the instances of this class are
single-token entities (e.g., Euro, EUR) that only pose a
few challenges to the examined models. Similarly, the
scores for the stated expression class were also high.

The Range and Factor classes were recognized rela-
tively well, especially by XLM-RoBERTaLARGE and in the
case of the Factor class also by spaCy-NER. Note that
these two classes have three times fewer samples than in
the case of the expression and unit types. Despite a lower
number of examples, similar scores are achieved on the
declarative expression class by XLM-RoBERTaLARGE.

All models, except XLM-RoBERTaLARGE, perform rel-
atively poorly on the key figure class. Interestingly, the
variance of the results for this class is relatively large:
RASA-CRF achieves only 0.16 F1 score and, in contrast,
XLM-RoBERTaLARGE exhibits three times better score.

For the declarative key figure class, the performance
of every model examined in our experiment is the worst.

We believe that it is due to the complexity of this class
and the low number of instances in the data (see num.
samples and max. length plots in Figure 4, respectively).

Despite a large number of available samples, the score
on the condition class is also low for spaCy-NER and
RASA-CRF, but acceptable for XLM-RoBERTaLARGE. We
believe that the length and the complexity of this class
could cause this. Note that the longest instances of this
class have over 100 tokens. Moreover, the concept of
a condition is not so strictly defined, as, e.g., expression,
unit, or factor.

Looking at the overall performance across all classes,
XLM-RoBERTaLARGE clearly scores the best with a macro-
averaged F1 score of 60.9 %. SpaCy-NER and RASA-CRF
perform comparably in terms of overall performance but
are still about 15 % behind XLM-RoBERTaLARGE.

Table 3
Results of the entity extraction models presented in Section 4.1.
For each model we present the macro-averaged F1 score over
all classes

Model F1 (in %)

GBERTBASE 53.97
GBERTLARGE 52.59
GElectraBASE 44.44
GElectraLARGE 44.29
Longformer 38.88
XLM-RoBERTaBASE 55.20
XLM-RoBERTaLARGE 56.80

spaCy-NER (cross-validated) 45.78
RASA-CRF (cross-validated) 44.10
XLM-RoBERTaLARGE (cross-validated) 60.91
XLM-RoBERTaLARGE-Triggers (cross-validated) 58.78

4.2. Combined Extraction of Entities and
Relations From Legal Data

In this experiment, we evaluate the approach described
in Section 3.4 for combined entity and relation extraction
on the dataset introduced in Section 2. We use the same
classes as in Section 4.1.

4.2.1. Experimental Setup

Training Setup We select the XLM-RoBERTaLARGE

model for this experiment as its results in Section 4.1
were the most consistent among the examined models.
Using the approach described in Section 3.3, we train one
model for extracting the two groups of entities and the
relations.

Dataset We expand our training data according to Sec-
tion 3.3. For each record, we create one training sample
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Figure 4: Results of the experiment presented in Section 4.1. For each entity type, we present the averaged F1 scores for
cross-validation, the total number of samples, and the maximum number of tokens of a single instance.

for each entity group and one training sample for each
possible subject entity containing the entity markers for
relation extraction. Then, analogous to Section 4.1, we
apply cross-validation to evaluate the model’s perfor-
mance.

Table 4
Results for relation extraction presented in Section 4.2. We
present the F1 score for each class as well as the macro-
averaged F1 score over all classes

Relation F1 (in %)

hasCondition 62.99
hasExpression 72.54
hasUnit 97.37
hasFactor 76.60
hasRange 85.88
join 68.66

Macro-averaged 77.34

4.2.2. Results and Discussion

Entity Extraction The results of this experiment are
presented in Figure 4 and Table 3, named as XLM-
RoBERTaLARGE-Triggers, for comparison with the other
models. The evaluation result shows that the jointly
trained model can achieve comparable performance
for entity extraction as the XLM-RoBERTaLARGE mod-
els trained separately for conditions and other entities.
Even though the jointly trained model slightly underper-
forms on the classes factor, range and declarative expres-
sion compared to the separately trained models, XLM-

RoBERTaLARGE-Triggers achieves better performance on
the most relevant class key figure. Moreover, it performs
better on the most complex class condition.

Relation Extraction The performance of this model
in the relation extraction task is presented in Table 4.
The result shows that the F1 scores for all relation types
are above 0.6. Especially for relations hasUnit, hasRange,
hasFactor and hasExpression the F1 scores are high. The
model recognized the relationship between expressions
and units almost perfectly.

5. Related Work

5.1. NLP datasets in Legal Domain
Chalkidis et al. [14] provide a dataset for entity recog-
nition consisting of 3,500 English contracts manually
annotated with 11 entity types (party name, termination
date, jurisdiction, etc.). Chalkidis et al. [15] release a
multi-label text classification dataset based on EUR-LEX
portal9. Leitner et al. [16] develop a dataset consisting of
German court decisions annotated with 19 entity types
(person, judge, lawyer, ordinance, court decision, etc.)
and they examine, among others, CRF’s for entity ex-
traction. Glaser et al. [17] introduce a dataset of 100k
German court rulings with short summaries to study the
performance of text summarization systems. Wrzalik
and Krechel [18] release a dataset for legal information
retrieval (IR), which is based on case documents from
the Open Legal Data platform [9]. Chalkidis et al. [19]
9https://eur-lex.europa.eu/

https://eur-lex.europa.eu/


present FairLex, a multilingual fairness benchmark of
four legal datasets that covers five languages and five
sensitive attributes. They employ FairLex to evaluate
the fairness of pre-trained language models (PLMs) and
the techniques used to fine-tune them. Holzenberger
and Durme [5] introduce the SARA dataset to investigate
the performance of natural language understanding ap-
proaches on statutory reasoning Waltl et al. [20] present
a automated classification of legal norms with regard to
their semantic type and propose a semantic type taxon-
omy for norms in the German civil law domain.

5.2. NLP Approaches in Legal Domain
Dozier et al. [21] discusses NER and named entity disam-
biguation (NED) in legal documents such as US case law,
depositions, pleadings, etc. Glaser et al. [22] evaluate
NER and NED approaches on a manually annotated Ger-
man court decisions dataset. Chalkidis et al. [23] apply
sequence labeling techniques to extracting core informa-
tion from contracts. Large PLMs are usually trained using
generic corpora and tend to underperform in specialized
domains [24, 25]. Chalkidis et al. [2] apply BERT models
[26] to English downstream legal tasks: text classification
and sequence labeling, by exploring different pretraining
and fine-tuning strategies.

Andrew [27] uses statistical and rule-based techniques
to extract entities such as names, organizations and roles
and their relations in legal documents. Chen et al. [28]
propose a legal triplet extraction system for drug-related
criminal judgment documents. Hong et al. [29] per-
form IE of case factors from a dataset of parole hearings.
Cardellino et al. [30] employ IE in legal texts to recognize
mentions of entities and links them to a structured knowl-
edge representation10. Lüdemann et al. [31] use KG’s to
model business entities of multinational companies and
employ it for tax planning strategies.

6. Conclusion and Future Work
In this work, we investigated extracting relevant key
figures from legislative texts. To this end, we provided a
universally applicable annotation schema together with
a semantic model for key figures and their properties in
legal texts. We successfully applied the schema and the
model to legal texts. Moreover, we presented a dataset
manually annotated by tax experts, which includes 85
annotated paragraphs from 14 different German tax acts
with 157 annotated tax key figures as well as a knowledge
graph populated from these annotated paragraphs based
on our semantic model.

We evaluated state-of-the-art entity extraction mod-
els on the proposed dataset, facing the challenges of the
10LKIF ontology: http://www.estrellaproject.org/lkif-core/

low-resource scenario and long entity spans. The re-
sults showed that all models perform well for classes
with low complexity and sufficient training data available.
Nonetheless, for more complex entities the transformer-
based language models significantly outperform the other
models. However, as a limitation, such models also re-
quire a certain amount of training data to achieve accept-
able performance. We further provided a transformer-
based relation extraction approach using typed entity
markers, which has performed very well in our experi-
ments. Moreover, we introduced task triggers for training
a combined model for entity and relation extraction and
for different groups of entities with overlapping annota-
tions. We have shown that comparable performance can
be achieved with this combined model as with separately
trained models. Using a combined model saves computa-
tional resources for training and memory resources for
inference.

We make our dataset together with the semantic model
and the KG, as well as the implementation of the entity
and relation extraction approaches investigated in this
work publicly available11. To showcase our work, we also
provide a simple demonstrator application12.

Future Work In the future, we also plan to consider
alternative modeling approaches of the entity and rela-
tion extraction task, e.g., as a span-based classification,
using machine reading comprehension or unsupervised
approaches utilizing large PLMs. Even with the rela-
tion extraction approach used in this work, a more com-
prehensive evaluation can be performed by considering
different entity markers and providing more or less in-
formation about the entities, such as the entity types.
The KG’s populated from the extracted key figures al-
lows as next step to compare the KG’s of existing and
new law texts in terms of their key figures. In this future
work, we also plan to evaluate other approaches for dif-
ferential analysis and then compare them to the semantic
approach described in this work. These detected changes
then provide the input for an application to predict the
impact of the law change on the expected tax revenue.
The ontology developed in this work on the basis of Ger-
man tax acts can thereby also be applied universally to
other legal fields and languages.
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