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Abstract
We introduce the FairnessLab: an open-source toolkit including interactive visualizations to facilitate
the development of fair ML-based decision-making systems. Existing bias audit tools usually just offer
standard group fairness metrics, which leads to strong restrictions: neither one is morally appropriate
in all contexts, and there are contexts in which none of them is morally appropriate. Building on new
findings from computer science and philosophy, the FairnessLab provides a much wider range of
metrics, and guides users to generate a fairness measure that is morally appropriate for a given context.
Thus, the FairnessLab can be used to define context-specific fairness metrics that are sensitive to
the consequences experienced by affected individuals [1, 2]. Furthermore, it includes techniques to
mitigate unfairness w.r.t. a specified metric. This empowers data scientists and developers to (i) make
their moral choices explicit, (ii) derive appropriate fairness metrics that are sensitive to consequences
experienced by the individuals affected by the decisions, (iii) navigate the emerging tradeoffs (e.g.,
between efficiency and fairness of the outcomes). The source code of the FairnessLab is available at
https://github.com/joebaumann/FairnessLab and a demo of the interactive web application is available at
https://joebaumann.github.io/FairnessLab.
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1. AI Audit Tools for Algorithmic Fairness

Artificial intelligence (AI) based decision-making systems are prevalent in our society even
though they are often biased against certain groups [3, 4]. As a result, people and institutions
have called for audits of these systems to avoid unfair outcomes. However, most existing AI
audit tools are based on just a small set of mathematically incompatible so-called group fairness
criteria [5–7] – despite fairness being a highly debated and contextual concept [8, 9]. Each one
of these criteria is based on several moral assumptions, which are usually not made explicit, and
may or may not be met in the given context [1, 2]. Therefore, we introduce the FairnessLab: a
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new audit tool that makes moral viewpoints explicit and allows studying their consequences
both with respect to fairness and to the decision maker’s goal.

2. FairnessLab

The FairnessLab is implemented as an interactive web application specifically developed for
bias audits of binary decision-making systems. Similar to existing fairness audit tools (such
as [10–12]), our tool allows the users to perform an audit on a loaded dataset, which represents
previously taken decisions of the audited system (see Figure 3 in Appendix A.2). However, in
contrast to other tools, the FairnessLab evaluates the audited system’s fairness with respect
to some user-generated metrics. We believe that fairness is highly contextual, which is why
there is no one-size-fits-all solution to evaluate the equitability of ML-based decision systems.
The FairnessLab is based on a novel theoretical approach, which allows for the definition
of context-specific fairness metrics [1, 2]. In particular, it consists of a series of questions
whose answers lead to a morally appropriate definition of fairness for the audited system.
The theoretical approach and, thus, the FairnessLab build on the algorithmic fairness and
distributive justice literature and alleviate important shortcomings of existing audit tools, which
only offer standard group fairness metrics derived from the confusion matrix.

The FairnessLab compares two perspectives: (I) Decision maker: The people or organiza-
tion designing the algorithm, deciding on its design and thereby ultimately taking the decisions
in question. (II) Decision subjects: The people subjected to the algorithm’s decisions.

The FairnessLab consists of three key components: the decision maker’s score, the fairness
score, and the tradeoff visualization to balance tradeoffs between the two perspectives.

(I) Decision maker’s score To what degree is the goal of the decision maker achieved?

Creating the decision maker’s score requires assessing the average benefit/harm for the deci-
sion maker [13]. This is represented by a utility function specifying each possible outcome’s
desirability from the perspective of the decision maker.

(II) Fairness score To what degree is fairness towards decision subjects achieved?

The FairnessLab’s underlying framework unifies and extends standard group fairness cri-
teria while allowing for the interpretation of the user-generated group fairness criteria. This
approach is described in [1]. The FairnessLab guides stakeholders in creating a fairness metric
that fits their application context. The main questions stakeholders have to answer (with
detailed guidance from the FairnessLab) are: What is, ultimately, distributed? Between whom
is it distributed? Which subgroups should be compared? What is a fair distribution? [14, 15].

Tradeoff visualization How do different decision-making systems compare with respect to the
decision maker’s score and the fairness score? What are the Pareto-efficient solutions?

The first two components allow us to calculate the decision maker’s score and the fairness



score for any given decision-making system if we have access to the input and output data.
This, in turn, allows us to compare different decision-making systems with respect to these
two variables. The FairnessLab provides a visualization for the decision maker’s score and
the fairness score for any given decision-making systems and identifies the Pareto-efficient
solutions (as suggested in [9]). For a given decision-making system, the FairnessLab also
automatically applies post-processing to compare different (upper- and lower-bound) thresholds
to mitigate biases [16–18]. The tradeoff visualization allows stakeholders to discuss the ML
model choices while being conscious of its fairness impact (see Figure 1 in Appendix A).

3. Conclusion

The FairnessLab is a tool that can be used both in developing a decision-making system and
in its audit. In both cases, it leads to increased transparency and accountability: It requires
stakeholders to make their assumptions (about the decision maker’s utility, about fairness,
and about the tradeoff of the two) explicit. This could help democratize the fairness debate:
A fairness report containing all the choices made in using the FairnessLab as well as their
justifications would allow others to scrutinize the assumptions made in developing or auditing
a decision-making system. It may also help prevent ethics-washing where companies develop
or audit systems using an inappropriate fairness metric.
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A. Web Application

Figure 1 shows two screenshots of the interactive web application. Figure 1a visualized the
Pareto front (red line) of all possible decision rules (dots). This line represents all threshold
combinations where (i) the fairness cannot be improved without worsening the utility of the
decision maker or keeping it constant and where (ii) the utility of the decision maker cannot be
improved without worsening the utility of the decision maker or keeping it constant – among
the presented decision rules. Figure 1b shows the distribution of the score produced by the ML
model across the specified relevant groups to compare.

A.1. Running an Audit Using the FairnessLab

The fairness audit is performed by following these steps:

• Upload a dataset.
• Define fairness for the given context by specifying one’s normative preferences regarding
six value-laden questions (see Figure 2):

1. Utility of the decision maker: How should we assess the benefit/harm that the
decision maker derives from the decisions?

2. Utility of the decision subjects: How should we assess the benefit/harm that the
decision subjects derive from the decisions?

3. Relevant groups: What groups of people are affected unequally by decision-
making systems because being a member of a group is a (direct or indirect) cause of
inequality? These could, for example, be groups defined by race, gender, disability
status, sexual orientation, etc.
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Figure 1: Screen shot from the interactive web application for the COMPAS example.



4. Claim differentiator: By virtue of which features can individuals morally demand
equal consideration by the decision maker?

5. Pattern of justice: Should the goal of justice be equality or some other distribution
(e.g., maximizing the expectations of the worst-off group)?

6. Tradeoff decision: How strongly should fairness be pursued if it comes into conflict
with the utility of the decision maker?

• Based on these configurations:

– The decisions specified in the input dataset are audited, i.e., their fairness is quanti-
fied.

– A menu of options is presented to evaluate and derive optimal decision rules for a
certain degree of fairness.

(3) Relevant groups (4) Claims differentiator

(1) Utility of decision maker

(6) Trade-off decision

(5) Pattern of justice

Definition of fairness score

Definition of  decision maker's
score

(2) Utility of decision subjects

Figure 2: The six steps of the underlying framework from [1, 2] and their connections.

A.2. Comparison With Existing AI Audit Tools

Compared to existing bias audit tools, the set-up of the FairnessLab is very similar, as it also
analyzes a given dataset for bias w.r.t. specified groups. However, the way fairness can be
defined using the FairnessLab is conceptually different and, in addition to this, it outputs not
only a bias report but also offers insights into existing tradeoffs and alternatives – see Figure 3.

Upload Data
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Select Fairness
Metrics

The Bias
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Define Context-
Specific Fairness

Metric

Existing bias audit tools (based on Aequitas)

Where the FairnessLab
deviates from existing
tools
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rules

Figure 3: Comparison of the FairnessLab to existing bias audit tools (such as Aequitas [12]).



B. Reproducible Audit Example

We showcase the FairnessLab by auditing the COMPAS algorithm, which is used in parts
of the US criminal justice system. Using the FairnessLab, we replicate existing analyses of
this algorithm [4, 19] and provide new insights. Surprisingly, we find a way to make “better”
decisions from the predictions given by the audited tool both with respect to bias and efficiency.
This shows that previous audits that have relied on fairness metrics from the existing literature
fall short. Minority groups have to be favored more than suggested by previous analyses
in order to lessen the bias of the algorithm. This example audit is publically available at
https://github.com/joebaumann/FairnessLab/blob/main/demo/COMPAS_audit.pdf.

C. Ethics Statement

Note that group-specific thresholds cannot be said to make a tool like COMPAS “fair”: The sys-
temic racism embedded in the US criminal justice system cannot be “fixed” by a risk assessment
tool that has been audited for bias – deeper reforms are necessary [20, 21]. A tool used to decide
who to detain may actually reinforce existing structures and get in the way of such deeper
reforms. A better use of a predictive tool could be in rehabilitation efforts as highlighted by [22].
Note that a change of how the tool is used would also change the audit as the decision to allow
someone to participate in a rehabilitation program would result in different utilities for decision
subjects than the decision to imprison them. More generally, tools like COMPAS do not only
have a fairness issue – their low accuracy also raises questions about their deployment [23]. As
[24] points out, predicting social outcomes is extremely difficult or even impossible, so tools
trying to do that are “fundamentally dubious” [24, p. 9].

Our audit is thus in no way meant to legitimize the usage of risk assessment systems in the
criminal justice system. Rather, it is meant to highlight one of the shortcomings of previous
audits: The FairnessLab allows for a reevaluation of the assumptions hidden in existing audits
and for new audits that make use of context-specific user-generated fairness criteria.

https://github.com/joebaumann/FairnessLab/blob/main/demo/COMPAS_audit.pdf
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