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Abstract
Group fairness metrics are an established way of assessing the fairness of prediction-based decision-
making systems. In this paper, we propose a comprehensive framework for group fairness metrics,
which links them to a wide array of theories from distributive justice. Our unifying framework reveals
the normative choices associated with standard group fairness metrics and allows an interpretation of
their moral substance. In addition, this broader view provides a structure for the expansion of standard
fairness metrics that we find in the literature. This expansion allows addressing several criticisms of
standard group fairness metrics. This short paper presents the papers [1] and [2].
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1. Motivation

Different measures have emerged in the algorithmic fairness literature for assessing unfairness
in decision-making systems, many of which are in the category of so-called group fairness
criteria. These criteria compare the decisions of a prediction-based decision-making system
across socially salient groups (typically as an average over the group members). Popular group
fairness criteria demand equality between conditional probabilities that can be derived from
the confusion matrix, such as true positive rates parity (aka equality of opportunity [3]).

However, these standard group fairness criteria come with notable limitations: (1) Enforcing
equality might yield worse results for all groups (“leveling down objection”) [4–7]; (2) standard
fairness criteria focus on an equal distribution of favorable decisions and not on the consequences
of these decisions [8, 9]; (3) none of the standard group fairness criteria might be morally
appropriate in a given context [10]. Several works have therefore suggested extensions of
standard group fairness criteria [6, 11–14].
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However, it is unclear how these extensions of group fairness criteria can be understood in a
unified framework,1 and how group fairness criteria are related to concepts of distributive justice
from the philosophical literature. Our paper addresses this gap by proposing a generalized
framework for group fairness based on the distributive justice literature. This framework
includes all standard group fairness criteria as special cases, allows uncovering their moral
assumptions, and extends them to overcome the limitations of standard fairness criteria.

2. Comprehensive Group Fairness Framework

Theories of distributive justice are characterized by their answers to the following questions:
What is distributed? Between whom is it distributed, and which groups should be compared?
And how should it be distributed? [18, 19]. We apply this framework to group fairness of
ML-based decision-making systems by posing the following questions:

Utility of decisions: What is distributed? The utility of a decision is the amount of benefit or
harm derived from receiving this decision, which is what people have (objective) reasons to
desire. Focusing on utility instead of the decision as such allows us to acknowledge that, e.g.,
a positive decision may not always be beneficial. For example, a positive decision on a loan
application may be harmful if the applicant is unable to repay the loan and ends up in debt.

Relevant groups: Between whom is it distributed? Group fairness is concerned with socially
salient groups (e.g., defined by gender, race, or disability) as this is what theories of discrimination
focus on [20]. We extend this to considering relevant groups, which at least have a weak causal
influence on the prediction or outcome (or both).

Claim differentiator: Which subgroups should be compared? Comparing the relevant groups
as such might not always be morally appropriate. For example, equality of opportunity [3] only
considers individuals with 𝑌 = 1. In our framework, we allow for a so-called claim differentiator,
which differentiates individuals with different claims to the utility. Different claims may be
justified, e.g., by differences in deservingness, need, or merit.

Pattern of justice: How should the utility be distributed? A pattern of justice describes how
utility should be distributed between the relevant groups. The most widely discussed patterns
of justice in political philosophy are egalitarianism [21], maximin [18, 22], prioritarianism [23]
and sufficientarianism [24]. All standard group fairness criteria are based on egalitarianism.

2.1. Generalized definition of group fairness

Taking these components together, we can formalize a fairness criterion using the expected
utilities 𝔼(𝑈 ) of the relevant groups 𝑎 ∈ 𝐴 with the same claim differentiator 𝐽 = 𝑗: 𝔼(𝑈 |𝐽 =
𝑗, 𝐴 = 𝑎). The pattern of justice then specifies what constitutes a just distribution of 𝔼(𝑈 ) across
the relevant (sub)groups (𝐽 = 𝑗, 𝐴 = 𝑎), i.e., whether we should equalize the expected utilities,

1Unifying frameworks have been proposed by Heidari et al. [15], Loi et al. [16], Baumann and Heitz [17]. However,
these attempts are restricted to the selection of one of the standard group fairness criteria, which all demand
equality between different socio-demographic groups.



maximize a weighted sum of them, etc. Based on this, we propose the following generalized
definition of group fairness:

Group fairness

Group fairness is the just distribution of utility among groups, as defined by the specification
of a utility function, relevant groups, a claim differentiator, and a pattern of justice.

3. Conclusion

None of the standard group fairness criteria is morally appropriate in all contexts, and there
are even contexts in which none is morally appropriate. To overcome these limitations, we
propose a new framework that extends the currently discussed approaches of group fairness.
Our framework is also a unification in that it includes all standard measures of group fairness
as special cases. This allows us to uncover the implicit moral assumptions to better interpret
each of them.
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