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In the contemporary digital age, recommender systems (RSs) play a fundamental role in managing 
information in online platforms: from social media to e-commerce, from travels to cultural 
consumptions, automated recommendations influence the everyday choices of users at an 
unprecedented scale. RSs profile individuals to target them with suggestions about content they may 
like with the aim of reducing information overload. However, the presence of algorithmic bias poses 
pressing questions as regards the ethical and social implications of RSs. Moreover, the information 
filtering processes managed by RSs can influence users’ political behaviour, especially when the 
recommendations concern the selection of news [1]. For these reasons, users should understand not only 
“what recommenders recommend” [2], but also why they recommend what they recommend. In other 
words, it is essential to explain the relationship between the design of RSs and their influence on users’ 
choices. 

Whilst a wide array of research centred on explainability in RSs has been produced during the last 
decade1, there still is a significant lack of scholarship addressing the ethical and social implications of 
RSs. In this article, I trace a conceptual framework for directing the influence of automated 
recommendations towards societal interest. To reach this aim in the context of RSs, it is useful to 
consider the problem of incentives for explainable recommendations, both on the users’ and on the 
companies’ side. In fact, the ultimate impact of RSs concerns all the multiple stakeholders involved in 
the recommendation process. According to the multi-stakeholder recommender systems (MRSs) 
framework proposed by [5], there are four stakeholders in a recommendation: users, providers, the 
system and society. Users are “the parties to whom the recommendation is targeted”; providers are the 
subjects “who make the options available”, who sell their product or service through the platform; the 
system refers to “the interests of the platform on which the recommendations are generated”; and finally 
society is the collective stakeholder upon which “recommendations made by a system can have systemic 
effects […] for example by altering or reinforcing existing social norms”, or by modifying a social 
environment [ibidem]. The ontology of MRSs can provide the grounding for an approach to 
recommendations that addresses their influence in the perspective of social good.  

However, policies centred on explainability within a multi-stakeholder framework may be ineffective, 
because the firms who design and own RSs do not have appropriate incentives to make their functioning 
transparent. Moreover, from a user-centred perspective, this approach could be considered paternalistic, 
as it would put the designer’s ethical evaluations above the user’s interest. Indeed, a user may prefer to 
receive recommendations about items or contents which are closer to their expected preferences than to 

 
1 To have an idea of the evolution of this research in about a decade, compare [3] and [4]. 



socially preferable outcomes. In this case, a recommendation policy aimed at fostering social good may 
not be tolerant towards users’ attitudes and choices. Therefore, two main objections can be raised here: 
on the one side, the lack of incentives for private companies to modify their RSs may undermine the 
effectiveness of the policy; on the other side, the impact of the policy on users’ range of choices may 
limit their freedom to an even greater extent, because they will be exposed to pre-determined contents 
that are not linked to their preferences. 

To answer these objections, I frame the approach presented above according to an argument put forward 
by [6] about the relationship between toleration and paternalism in the design of digital technologies. 
He argues that “one form of paternalism, based on pro-ethical design, can be compatible with toleration 
[…], by operating only at the informational and not at the structural level of a choice architecture”. 
Within this framework, the designer does not aim at orienting the user to de facto pre-determined 
choices, but he/she forces the user to make a choice before the latter is able to enjoy the service provided 
the technology. In the case of RSs, this kind of informational nudging would imply that the system may 
ask users questions about the contents that are going to be recommended or the categories through 
which the recommendation is informed.  

From the perspective of social good, this approach to RSs has the advantage of making the users aware 
of the potential implications of their preferences without constraining or biasing the range of contents 
which they are exposed to. Therefore, this framework would balance paternalism with toleration 
through enhancing users’ awareness without limiting their autonomy. Pro-ethical design applied to RSs 
can also contribute to address the question about incentives for private firms: in fact, informational 
nudging would allow companies to gather data about users’ explicit preferences, thereby making 
recommendations more targeted and precise. In this regard, I discuss the application of beneficent 
informational nudging to the case of conversational recommender systems (CRSs), which rely on user-
system dialogic interactions. Subsequently, through a comparison with standard recommendations, I 
outline the incentives for platforms and providers in adopting this approach and its benefits for both 
individual users and society (see table).  

 

Comparison of conversational and standard RSs from the perspective of their impact on the different stakeholders 
(Table taken from the full paper: https://link.springer.com/article/10.1007/s00146-022-01467-2/tables/2).  
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