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Abstract
Explainable artificial intelligence (XAI) is a rapidly growing research field that has received a lot of
attention during the last few years. An important goal of the field is to use its methods to detect (social)
bias and discrimination. Despite these positive intentions, aspects of XAI can be in conflict with feminist
approaches and values. Therefore, our conceptual contribution brings forward both a careful assessment
of current XAI methods, as well as visions for carefully doing XAI from a feminist perspective. We
conclude with a discussion on the possibilities for caring XAI, and the challenges that might lie along
the way.
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The question “If I had been a man (or a woman), would I have received the same treatment?”
is common when people reason about their own experience when being discriminated against,
to gauge whether the discrimination is originating from their own gender, or not. Interestingly,
this exact question is now re-appearing in the field of explainable artificial intelligence (XAI),
a field that is constructing (technical) explanations for otherwise intransparent automated
decision-making (ADM) systems. Next to providing these methods, one of the main goals of
this new field is to uncover (social) bias that is emerging in and through ADM [1, 2]. One way
to achieve this is by answering the question presented in our introductory example, a so-called
“what if” question.

However, only because XAI methods allow answering questions about the interdependence
between discrimination and ADM, it does not necessarily mean that these methods are in
agreement with feminist approaches and values. For instance, XAI can also be perceived as
producing specific knowledge about a situation that XAI seeks to address and explain, and
that is hard to be contested outside of computer science. This can be considered as an act of
reproducing power relations [3, 4].

It is exactly that intersection of power and (X)AI that we want to understand with this work:
we assess existing explainability methods from a feminist viewpoint, to understand whether they
are the tools they are claimed to be, something else, or something beyond. Thus, we propose
both to carefully reason about explanations, and to investigate how they can be considered as a
caring practice.

We start by developing a layered definition of what feminism means in and for our work
[5, 6, 7]. Some central parts in this definition will develop around 1) understanding power
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relations and how (structural) discrimination emerges through them; 2) a special focus on the
relationship between gender identities, and the necessity to think beyond the gender binary;
3) acknowledging care and care work in our society, its (often intentional) invisibility, and
implications for the redestribution of this work.

Following these key aspects of feminism, and central work that is already existing at the
intersection between feminism, feminist epistemology, care work, data and AI [8, 9, 10, 11, 12,
13, 14, 15, 16], we seek to critically assess and contribute towards a feminist perspective on XAI.

To do this, our work is asking the following two research questions (RQ): 𝑖) How can we
assess current methods of XAI from a feminist viewpoint? and 𝑖𝑖) How do we imagine future
versions of XAI, and which changes to the current methodologies does this entail?

We can dissect RQ 1) using a couple of follow-up questions: Which aspects of existing XAI
methods interfere with our working definition of feminism? How does existing XAI interact
with power relations: do they perpetuate, or foster to challenge them? Which aspects of existing
XAI methods can be considered feminist? Why? Regarding the RQ 2), we will ask questions
such as: how could a feminist explanation look like? Which technical and social conditions are
needed along the way? How do we imagine a feminist future towards caring XAI?

Answering the posed questions is an experimental and explorative endeavor, set out to
forward a meaningful and critical contribution to the XAI community over techno-determinist
solutionism [17]. As we will give answers to these questions, the issues that are raised might
not be solved. Instead, they allow for further questioning and research.

This work in progress is of interdisciplinary character, bringing together perspectives from
the social sciences, the computer sciences, and our shared interest in feminist theories, concepts
and methodologies. While it is important to understand the global dimension of XAI and AI,
we acknowledge our positionality as researchers that are based in Europe, and with European
institutions.

Outlook A feminist perspective is an important and necessary addition to XAI and AI - it
brings a view to the table that is historically neglected or marginalized and offers possibilities of
”studying up” instead of ”studying down” [18, 19]. This is especially important if we reason about
(social and historical) discrimination, and about how this discrimination can be counter-acted.

If we do not integrate a feminist perspective, we will build a world of (X)AI that leaves some
people outside of it.
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