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Abstract
Concerns regarding unfairness and discrimination in the context of artificial intelligence (AI) systems have recently received increased attention from both legal and computer science scholars. Yet, the degree of overlap between notions of algorithmic bias and fairness on the one hand, and legal notions of discrimination and equality on the other, is often unclear, leading to misunderstandings between computer science and law. In this paper, we aim to illustrate to what extent European Union (EU) non-discrimination law coincides with notions of algorithmic fairness proposed in computer science literature and where they differ. Ultimately, we show that metaphors depicting the law as a decision tree are misleading. We suggest moving away from asking what should be equal, and towards asking why a particular distribution of burdens and benefits is right in a given context.
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1. Introduction
Concerns regarding unfairness and discrimination in the context of artificial intelligence (AI) systems have recently received increased attention from both legal and computer science scholars. Yet, the degree of overlap between notions of algorithmic bias and fairness on the one hand, and legal notions of discrimination and equality on the other, is often unclear, leading to misunderstandings between computer science and law.

On the one hand, computer scientists have put forward various metrics and technical interventions to measure and mitigate unfairness of AI systems. However, an AI practitioner hoping
for an explicit answer to the question: “what should be the value of my fairness metric for my system to be compliant with the law?” is likely to be disappointed, as most of the time the answer will amount to a variation of “it depends”.

On the other hand, challenges of algorithmic unfairness are not always properly understood by legal scholars. The technical translation of legal standards raises a range of difficult normative questions that force lawyers to question the content of overarching legal principles such as equal treatment and non-discrimination. Since courts are called on to interpret the normative content of those polysemous legal norms contextually and on a case-by-case basis, a straightforward technical translation of those norms is impossible.

As a result, computer scientists struggle to understand how legal compliance with equality law can be ensured, and legal experts and regulators struggle with figuring out how discrimination law can properly address algorithmic bias and unfairness. Additionally, we observe a tendency on both sides to overestimate the solutions and answers provided by each discipline. The legal community tends to overestimate the effectiveness and applicability of technical interventions [1]. In turn, computer scientists place perhaps too much confidence in the principle of legal certainty, and the determinacy and specificity of legal norms.

This raises several important questions. What types of bias and unfairness does the law address when it prohibits discrimination? What role can fairness metrics play in establishing legal compliance – if any? This paper aims to respond to computer scientists’ uncertainties about what is legal when it comes to discrimination, and to lawyers’ questions regarding the challenges and technical possibilities to realise equality rights and non-discrimination law obligations. To this end, we consider European Union (EU) non-discrimination law and we show to what extent non-discrimination law coincides with notions of algorithmic fairness proposed in computer science literature and where they differ. In so doing, we target a broader audience, bridging two distinct disciplines.

Existing work in this direction has primarily targeted a legal audience [2, 3, 4]. Most notably, Wachter et al. [4] set out how the contextual nature of EU non-discrimination law makes it impossible to automate non-discrimination in the context of AI systems and propose a fairness metric that aligns with the “gold standard” of the Court of Justice of the European Union (CJEU). Additionally, several works focus on US anti-discrimination law [5, 6, 7]. For example, Hellman considers the compatibility of several fairness metrics under US anti-discrimination law and touches upon the legitimacy of particular types of technical interventions [5].

The contributions of this paper are as follows. First, we analyse influential examples of algorithmic unfairness through the lens of EU non-discrimination law, drawing parallels with EU case law. Second, we set out the normative underpinnings of fairness metrics and technical interventions and compare these to the legal reasoning of the Court of Justice of the EU. Specifically, we show how normative assumptions often remain implicit in both disciplinary approaches and explain the ensuing limitations of current AI practice and non-discrimination law. We conclude with implications for AI practitioners and regulators.
2. Algorithmic Unfairness Through the Lens of Non-Discrimination Law

We analyse three influential examples of algorithmic unfairness through the lens of EU non-discrimination law, namely the Dutch childcare benefits scandal [8, 9, 10], the Amazon’s recruitment algorithm [11] and the gender shades [12, 13], drawing parallels with EU case law. The purpose is to establish a taxonomy of algorithmic discriminatory harms, assess when and how those harms fall within the scope of EU equality law, and determine how they can be redressed from a legal point of view. Relying on those examples, we show that, although EU non-discrimination law is in principle suited to deal with types of algorithmic unfairness that closely resemble human discrimination, it cannot be readily applied to all cases of disparate predictive performance. Moreover, the unintelligibility of prediction-generating mechanisms and lack of transparency regarding important design choices of AI systems make it difficult for applicants to provide *prima facie* evidence.

3. The Problem of Emptiness

We then set out the normative underpinnings of fairness metrics and technical interventions [14] and compare these to the legal reasoning of the CJEU. Specifically, we show how normative assumptions often remain implicit in both disciplinary approaches, and explain the ensuing limitations of current AI practice and non-discrimination law. To do so, we map the requirements of non-discrimination law to algorithmic fairness research relying on a case law analysis of landmark decisions of the Court of Justice of the EU. We reveal the ‘emptiness’ [15] of equality norms and fairness approaches and argue that uncovering – and reflecting upon – the normative baselines used as equality standards is key to ‘translating’ legal and technical approaches to fairness and discrimination.

4. Conclusion

Understanding when particular interventions are appropriate is especially important considering the difficulties applicants face in providing *prima facie* evidence in the context of opaque algorithmic systems. While many fairness metrics have taken inspiration from non-discrimination law, legal compliance cannot translate into a single threshold or fairness metric. In other terms, EU equality law is not a decision tree. Rather, fulfilling the requirements of non-discrimination law demands reflecting explicitly on the normative goal of legal and technical fairness interventions. We suggest that, in order to meaningfully answer the question that non-discrimination law poses, we must move beyond merely asking what should be equal and, instead, ask ourselves why a particular distribution of burdens and benefits is right in a given context.
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