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Abstract
Algorithmic decisions made by Machine Learning (ML) models may pose a threat of discrimination. This
research endorses the contextual approach to fairness in the EU non-discrimination legal framework and
aims to assess to what extent we can ensure legal fairness using fairness metrics and constraints in ML
models. We examine the legal concepts of non-discrimination and differential treatment, using different
fairness definitions. In a case study with different scenarios, we train classifiers with bias mitigation
methods involving different fairness constraints. Our goal is to determine how effective they are at
mitigating prediction bias while respecting the judiciary contextual approach and the substantive notion
of equality under EU law.

Keywords
Non-discrimination, Algorithmic decision-making, Fairness, Machine learning, Bias mitigation, Classifi-
cation

1. Introduction

Algorithmic decisions made by Machine Learning (ML) models affect many sectors of our lives
and bring along ethical and legal questions such as that of fairness. It is difficult to define the
concept of fairness and guarantee unbiased results, both in human and algorithmic decisions.
Fairness is approached mathematically in computer science and multiple fairness definitions
and metrics have been proposed for understanding, avoiding, and reducing biases [1]. In the
European Union (EU) legal system, fairness is usually achieved through a non-discriminatory
framework that includes Article 21 of the European Charter of Fundamental Rights (CFREU)
and Article 14 of the European Convention on Human Rights (ECHR). Discrimination based
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on protected characteristics such as sex, religion or social origin is prohibited. Legal [2] and
technical [3] literature reviews indicate a clear gap between non-discrimination laws and
computer science when addressing discrimination. They call for a multi-disciplinary research
on the compatibility of the mathematical and legal definitions of fairness.

The main question we address in our research is how adequate are the different fairness
definitions in compliance with EU non-discrimination law. We study the suitability of bias
mitigation algorithms and fairness metrics in addressing illegal discrimination, both to ensure
compliance when developing systems and as tools to detect and prove algorithmic discrimination.
This opens a discussion with several sub-questions raising technical and legal points.

To address these questions, we pursue with a practical case study in different scenarios using
the ML classification problem. We look at the difference between the discrimination in the
data, evaluated through several fairness metrics, and the discrimination in the predictions
of models optimized under different fairness constraints. We then discuss those results both
from a technical point of view and in the light of EU non-discrimination law. We use legal
informatics methodology which interprets the legal concept of fairness and adapts it to emerging
technological paradigms and vice versa [4].

2. Methodology

We study the relevant Articles for non-discrimination in EU laws to analyze how their scope of
protection can be applied in algorithmic decision-making scenarios. We consider both existing
fairness definitions and experimental results of bias mitigation under fairness constraint.

In the experimental setup, we use several publicly available datasets that are widely used in
fair ML classification settings, such as COMPAS [5] and Adult [6]. We evaluate the amount of
bias they present and use them to train fair classification models, using a learning algorithm
with inprocessing bias mitigation. We repeat the process with different choices of fairness
constraint and different strength for the constraint, using otherwise the same algorithm. We
then evaluate the amount of bias present in the models despite the mitigation, comparing models
optimized on different fairness metrics with each other and with unconstrained ones.

We examine different fairness definitions such as Demographic Parity (DP) [7], Conditional
Demographic Disparity (CDD) [8] or Disparate Mistreatment [9] to evaluate the level of discrim-
ination in the datasets and predictions. We analyse both direct and indirect discrimination as
well as group and individual fairness, using the above-mentioned metrics, and two novel metrics
-namely Fuzzy-Rough Uncertainty (FRU) and Fuzzy Cognitive Maps (FCMs)- that consider all
features and non-linear relationships [10, 11].

To create models with different fairness constraints, we use the meta-algorithm introduced
by Celis et al. [12]. This algorithm trains a classifier while respecting a minimal value allowed
for the measure of fairness. This fairness constraint is given as input and can be one out of
several metrics, more specifically, any non-convex linear-fractional constraint. This approach
allows to use a larger number of existing fairness metrics as constraint as compared to other
existing bias mitigation methods, which is ideal to analyze the effect of the fairness constraint
in itself as opposed to that of the algorithm. We use the open-source implementation available
in AIF360 [13] which uses gradient descent.



3. Expected contribution and results

The innovation of this study is severalfold. First, we incorporate legal considerations into the
bias mitigation pipeline. Second, we compare and analyze how different fairness constraints
impact bias mitigation, taking other fairness perspectives into account. Further, the current open-
source implementation of the meta-algorithm [12] available through AIF360 [13] is only able
to handle two existing bias metrics and binary labels and attributes. Therefore, one additional
contribution of this work is extending the available code implementation to account for the
aforementioned limitations.

In our analysis, we take into account the aim of EU Non-discrimination law to achieve
substantive equality, rather than only preventing ongoing discrimination and ensuring formal
equality. To achieve substantive equality, treating everyone the same going forward and
ignoring past discrimination based on social group attributes is insufficient. True equality
involves acknowledging that the status quo is often not neutral [14] because certain groups
start from unequal points resulting from historical biases they have experienced.

This perspective is supported by the jurisprudence of the European Court of Justice (ECJ),
emphasizing that differences between groups must be recognized in order to achieve substantive
equality in practice. This approach to non-discrimination focuses not only on addressing
technical biases and discrimination on the surface, but also on tackling the underlying social
biases that contribute to inequality.

Considering the above elements, we study in different scenarios how strong the constraint
on fairness during training should be to optimize the model, considering both accuracy and the
results of fairness metrics. We explore a legal approach based on contextual and substantive
equality ideals for the choice of thresholds impacting accuracy and fairness and propose the
introduction of a margin for a trade-off between fairness and accuracy in the upcoming Artificial
Intelligence Act.

In our preliminary results where DP was used as fairness constraint, we already identified
scenarios for which the bias mitigation substantially improved fairness, provided that bias was
relatively high in the training data. On the other hand, other scenarios led to different results,
sometimes even reducing fairness. We could also observe that the fairness constraint on DP was
usually improving other fairness metrics as well, but could also reduce it, which may or not be a
problem depending on the situation at hand. Those first results already highlight the importance
of taking the context into consideration when taking decisions about AI development. The
completion of this research will provide better insight on the impact of the different fairness
constraints, including their relationship with other metrics and their compliance with EU legal
principles.
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