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Abstract

Traditional explanatory resources, such as user manuals and textbooks, often contain content that
may not cater to the diverse backgrounds and information needs of users. Yet, developing intuitive,
user-centered methods to effectively explain complex or large amounts of information is still an open
research challenge. In this paper we present ExplanatoryGPT, an approach we devised and implemented
to transform textual documents into interactive, intelligent resources, capable of offering dynamic,
personalized explanations. Our approach uses state-of-the-art question-answering technology to generate
on-demand, expandable explanations, with the aim of allowing readers to efficiently navigate and
comprehend static materials. ExplanatoryGPT integrates ChatGPT, a state-of-the-art language model,
with Achinstein’s philosophical theory of explanations. By combining question generation and answer
retrieval algorithms with ChatGPT, our method generates interactive, user-centered explanations, while
mitigating common issues associated with ChatGPT, such as hallucinations and memory shortcomings.
To showecase the effectiveness of our Explanatory Al we conducted tests using a variety of sources,
including a legal textbook and documentation of some health and financial software. Specifically, we
provide several examples that illustrate how ExplanatoryGPT excels over ChatGPT in generating more
precise explanations, accomplished through thoughtful macro-planning of explanation content. Notably,
our approach also avoids the need to provide the entire context of the explanation as a prompt to
ChatGPT, a process that is often not feasible due to common memory constraints.

Keywords
Intelligent Textbooks, Software Documentation, Explanatory Al, ChatGPT, Question-answering technol-
ogy, Hallucinations mitigation

1. Introduction

The increasing demand for efficient explanatory resources, such as user manuals and textbooks,
calls for innovative approaches that can cater to the diverse backgrounds and information
needs of users. Traditional materials often contain static, predefined content, which may not
be sufficient for users to effectively comprehend complex information [1]. The challenge lies
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in developing intuitive, user-centered methods that transform static content into dynamic,
interactive explanations tailored to users’ needs.

Recent advancements in natural language processing, particularly in large-scale language
models like ChatGPT, have shown potential for enhancing explanatory capabilities [2, 3].
However, deploying these models for generating explanations can introduce challenges, such
as hallucinations and memory constraints [4, 5].

To navigate these challenges, this paper proposes ExplanatoryGPT, a novel approach that
harnesses the strengths of ChatGPT. This approach is dedicated to resolving the stated challenges
and improving the quality of explanations in intelligent textbooks and documentation. For the
purposes of this study, we interpret hallucination broadly as the generation of content that does
not maintain fidelity to a given context or source.

ExplanatoryGPT combines ChatGPT with Achinstein’s philosophical theory of explanations.
By integrating question generation and answer retrieval algorithms with ChatGPT, our method
generates interactive, user-centered explanations, while mitigating common issues associated
with ChatGPT, such as hallucinations. Our approach contributes to the field of intelligent
textbooks and documentation by enhancing the explanatory power of textual information
utilizing question-answering technology to generate on-demand, expandable explanations.

In particular, our method involves the following steps: First, the question-answering algo-
rithms extract pertinent textual information found in textbooks or documentation. Then, this
information is reorganized based on the user’s specific query, ensuring that the explanation is tai-
lored to the user’s needs and context. Subsequently, we employ ChatGPT to refine the retrieved
information, enhancing its readability, coherence, and cohesion. By leveraging ChatGPT’s text
generation capabilities, we produce explanations that are not only more understandable but
also more engaging and relevant to the user.

To demonstrate the effectiveness of our approach, we have applied it to a law textbook [6] and
software documentation in healthcare and finance, showcasing how ExplanatoryGPT improves
intelligent textbooks and documentation in different real-world scenarios. While we have
not yet conducted a comprehensive qualitative or quantitative evaluation of our solution, we
provide various concrete examples where ExplanatoryGPT surpasses ChatGPT. These examples
demonstrate how ExplanatoryGPT generates more accurate explanations and avoids creating
false information. Moreover, we offer insights into why ExplanatoryGPT is more suitable for
educational settings and technical documentation.

Our work contributes to the academic discourse on the importance of integrating advanced
language models, such as ChatGPT, and philosophical theories like Achinstein’s framework, for
the development of intelligent textbooks and documentation. This interdisciplinary approach
can lead to the creation of more effective and versatile explanatory methods, which can be
adapted to different domains and use cases. The benefits of our approach extend beyond the
improvement of explanations themselves. By generating more accessible and comprehensible
explanations, we can heighten users’ engagement and understanding of various subjects and
technologies. This, in turn, can lead to increased adoption and more effective use of educational
materials.



2. Related Work

Our approach builds upon existing research on intelligent textbooks and natural language
processing, particularly regarding advanced language models like GPT. In this section, we
review related work and establish connections to our proposed approach.

Studies suggest that using intelligent textbooks' and interactive e-books can increase usage,
motivation, and learning gains compared to static e-books [1]. Various approaches to interactive
e-books and intelligent textbooks focus on the cognitive processes of readers, aiming to improve
pedagogical productivity through expert systems or sophisticated interfaces. These approaches
typically include: (1) showing personal progress through open learner models [8]; (2) specializing
in ad hoc tasks through some domain modeling [9, 10]; (3) modeling a student through questions,
in order to identify and suggest personalized contents [11, 12]; (4) associating pedagogically
valuable quizzes and exercises to portions of the e-book [13, 14]; (5) providing tools for manually
creating new interactive e-books [7, 15].

The use of Artificial Intelligence (AI) for the automatic generation of interactive e-books
seems to be under-explored. In one such project, [16] propose to automatically augment the
sections of existing books with related YouTube videos by directly annotating the PDF, thus
without breaking the structure of these textbooks. Unlike previous research, our approach fully
automates the conversion of existing e-books into interactive versions by integrating theories
of explanations, intelligent interfaces, and Explanatory Artificial Intelligence (YAI). We explore
how questions can practically organize and categorize explanation content.

By integrating ChatGPT’s strengths with Achinstein’s philosophical theory of explanations
and question-answering algorithms, our proposed approach is a novel solution for enhancing
intelligent textbooks and documentation. ExplanatoryGPT is aimed to generating more in-
teractive, user-centered explanations while addressing challenges associated with advanced
language models, fostering more effective and personalized learning experiences.

Our work aligns with current educational trends and the growing interest in the use of Al in
education, as evidenced by the emerging literature. For example, UNESCO’s Quick Start Guide?
provides an overview of ChatGPT in higher education and emphasizes challenges and ethical
implications. Similarly, Joyner [2] explores the impact of ChatGPT on education and curricula,
drawing parallels with earlier technologies and predicting future effects. Additionally, Tlili et
al. [3] conduct a qualitative instrumental case study examining ChatGPT’s use in education,
investigating various aspects such as public discourse, educational transformation, response
quality, usefulness, personality and emotion, and ethics, revealing concerns like cheating,
honesty and truthfulness, privacy, and manipulation.

To address the issues of hallucination and memory constraints commonly encountered in
large language models like GPT [4, 5], we have developed an innovative solution. While previous
research has also explored this problem and proposed solutions based on prompt engineering
[17] and retrieval-augmented models [18], our approach distinguishes itself by incorporating
philosophical theories of explanations in addition to information retrieval and machine learning
techniques. Specifically, we build upon the work of [19], which utilizes Achinstein’s theory of

'Intelligent textbooks extend regular textbooks by integrating machine-manipulable knowledge [7].
*https://unesdoc.unesco.org/ark:/48223/pf0000385146.locale=en
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explanations for answer retrieval (cf. Section 3.2), and demonstrate how it can be integrated
with ChatGPT.

3. Background

In this section, we provide an overview of the theoretical foundations that underpin our proposed
approach for enhancing the explanatory power of Al systems. We discuss YAI and the role of
ChatGPT as an advanced language model.

3.1. Explanations According to Ordinary Language Philosophy

The concept of explanation in philosophy began to have a more precise role in the 20th century
with the growth and development of the philosophy of science. Hempel’s deductive-nomological
model [20] gave rise to the first theory of explanations, followed by many competing theories,
such as Salmon’s Causal Realism [21], and Achinstein’s Ordinary Language Philosophy [22].

Achinstein’s theory emphasizes the communicative aspect of explanation, its usefulness in
answering questions, and fostering understanding between individuals. Holland’s theory [23]
frames the process of explaining as a purely cognitive activity, while Sellars [24] suggests a
utilitarian process of constructing a coherent belief system.

According to Achinstein, explaining is an illocutionary act, born of a clear intention to
produce new understandings in an explainee by providing a correct content-giving answer to
an open-ended question. Illocution in explaining involves informed and pertinent answers to
the main question and other implicitly relevant questions [25, 19].

Definition 1 (Illocution in Explaining). Explaining is an illocutionary act that provides an-
swers to an explicit question on some topic along with answers to several other implicit or unfor-
mulated questions deemed necessary for the explainee to understand the topic properly. In the
most generic case, no assumption can be made about the explainee’s knowledge and objectives, and
the only implicit questions that can be exploited for illocution are the most generic ones, called
archetypal questions.

For example, an answer like ‘T am happy because I just got a paper accepted at this impor-
tant venue, and [...]” would generally be considered an explanation because it answers other
archetypal questions.

3.2. Explanatory Artificial Intelligence

An YAI is an artificial intelligence program designed to generate user-centered, interactive
explanations out of (possibly extensive) collections of explainable information [26]. An example
of YAI based on Achinstein’s theory of explanation is YAI4Hu [25, 19].

YAI4Hu is a fully automatic explanatory tool used to explain (pre-existing) documentation
about an Al-based system. In particular, the textual content of such documentation is algo-
rithmically reorganized and represented as a special hypergraph where information can be
either explored through overviewing or searched via open-ended questioning. On the one hand,



open-ended questioning can be performed by asking open-ended questions in English through
a search box that uses the knowledge graph for efficient answer retrieval. An example of
open-ended questioning is shown in Figure 2.

On the other hand, overviewing can be performed iteratively from an initial explanation by
clicking on automatically annotated words for which explanations exist. In particular, annotated
words are visible because they have a unique format that makes them easy to recognize. After
clicking on an annotation, a modal opens (see Figure 1), showing a navigation bar with tabs
containing explanatory overviews of the clicked annotated words. The information shown in
the overview includes:

+ A short description of the explained word (if available).
« The list of other taxonomically connected words.

« A list of predefined archetypal questions (e.g., why is this aspect/concept important, what
is this aspect/concept, etc.) and their respective answers ordered by estimated pertinence.

3.3. ChatGPT as an advanced language model

ChatGPT is a cutting-edge language model based on the GPT architecture [27]. GPT has
been used in various applications, including question-answering systems [28], summarization
[29,30], and chatbots [31, 32], showcasing its versatility and potential for generating contextually
relevant and coherent text. However, ChatGPT and similar models have been known to suffer
from hallucinations and memory constraints, which can lead to the generation of text that is
plausible-sounding but factually incorrect or ungrounded [33]. Our proposed methodology
addresses these issues by integrating ChatGPT with question-answering algorithms, grounding
the generated explanations in relevant and accurate information, and refining the readability,
coherence, and cohesion of the retrieved information.

4. Proposed Approach

In this section, we introduce our proposed approach, which combines answer retrieval algo-
rithms with ChatGPT to produce high-quality explanations. Our main objective is to leverage
ChatGPT’s ability to provide clear explanations while addressing common issues such as hal-
lucinations and lack of control over its outputs, which can utilize any learned information
regardless of its relevance.

Our strategy builds upon the open-questioning and overviewing mechanisms from Section
3.2. These mechanisms use a concept called illocution, where key archetypal questions are
answered to produce valid explanations. Our goal is to enhance these mechanisms by utilizing
ChatGPT to merge the answers, thus taking advantage of the strengths of both techniques.

Our approach combines information retrieval algorithms with ChatGPT in a complementary
manner to generate high-quality explanations. On one hand, the information retrievers extract
and reorder critical information from textbooks or software documentation, designed to address
a wide range of user questions, explicit or implicit. By aligning explanations with the user’s
specific query, we ensure relevance and contextual appropriateness.



On the other hand, ChatGPT is employed to refine the retrieved information. ChatGPT
possesses good text generation capabilities, producing human-like content (see Section 3.3).
Moreover, it enables the generation of high-quality and customizable text [34]. For these
reasons, after the algorithms extract and reorganize relevant information, we use ChatGPT to
refine the information retrieved, aiming to enhance readability, coherence, and cohesion of the
explanations, making them more accessible to a wider audience.

In the refinement process, ChatGPT rephrases, restructures, and condenses the information
gathered by the answer retrieval algorithm, ensuring clear, concise, and easily understandable
explanations. This approach also addresses potential issues of hallucinations or memory limi-
tations in ChatGPT by grounding it in the information retrieved by the algorithms. To guide
ChatGPT in the refinement process, the following instruction (or any similar instruction) can
be given:

Using exclusively the information provided, create a coherent and clear explanation
of ’{question}’ for a student with no prior knowledge on the subject. Provide both jargon
and simpler synonyms. Your exposition should follow this structure: Short Answer,
Technical Details, Conclusion.

Information provided:

o {retrieved_answer_1}

o {retrieved_answer_2}

In this instruction:

« ‘{question}’ is a placeholder for the actual question that the user (implicitly or explicitly)
asks, which will be replaced with the specific question that requires an explanation.

« {retrieved_answer_1}, {retrieved_answer_2}’, and so on, are placeholders for the answers
that the question-answering algorithms extract. These answers come from reliable sources
or databases and provide the raw material for ChatGPT to structure the explanation.

The instruction guides ChatGPT to create an explanation using the information provided, i.e.,
the retrieved answers. The explanation should be clear and understandable to a student with
no prior knowledge of the subject. It asks ChatGPT to use both technical terms (jargon) and
their simpler synonyms to make the information accessible to a wide range of users.

The requested structure (i.e., Short Answer, Technical Details, Conclusion) helps ChatGPT
structure the information logically. The ‘Short Answer’ provides a brief response to the question,
the “Technical Details’ delve deeper into the explanation, and the ‘Conclusion’ summarizes the
main points. By following these guidelines, ChatGPT is expected to generate explanations that
are not only technically accurate but also clear, well-structured, and suitable for users with
different levels of understanding. The focus on using exclusively the information provided helps
keep ChatGPT on track and reduces potential hallucinations.

In the next section, we will delve into the details of how this approach can be employed, its
limitations, and the outcomes it can yield.



Months since most recent credit X Credit x Contrastive
inquiry not within the last 7 days inquiry Explanations Method
(CEM)

Contrastive Explanations Method (CEM)

* Abstract: The Contrastive Explanations Method (CEM) is an algorithm that tries to find the minimally sufficient changes to the input (of an
automated process like an Artificial Neural Network) that can change the output. Sometimes CEM is not able to find these minimally sufficient
changes, but it can go close to that.

An algorithm code of it is https://github.com/IBM/AIX360/blob/master/aix360/algorithms/contrastive/CEM.py

This is a kind of «Based on Features» [+]

A document referring to It is https://arxiv.org/abs/1802.07623

See also artificial neural network, etc... [+]

How

» The bank uses a method called Contrastive Explanations Method (CEM) to explain how it predicts your risk performance. It identifies features
that are responsible for the prediction and those that are absent but would have changed the prediction. [-]

o The bank uses an Artificial Neural Network to predict your risk performance. To explain the prediction, the bank uses an algorithm called
Contrastive Explanations Method (CEM). CEM identifies the features in your input that are responsible for the prediction and those that are
absent but would have changed the prediction. CEM tries to find the minimally sufficient changes to the input that can change the output.
However, sometimes CEM cannot find these changes, but it can get close to them.

Research shows that to fully scrutinize model biases, people need a diverse set of explanation capabilities. Algorithms like Boolean Rule
Column Generation and Generalized Linear Rule Model can help people inspect if there is discrimination in the overall logic of the model.
CEM and ProtoDash can help people ensure that they are not being unfairly treated by comparing the model's decisions for them to other
individuals.

The bank uses a method called Contrastive Explananons Method (CEM) to explain how it predicts your risk performance CEM identifies

°

°

other algorithms to help people inspect if there is discrimination in the overall logic of the model and ensure that they are not being unfairly
treated by comparing the model's decisions for them to other individuals. [-]

Figure 1: Example of intelligent explanatory overview generated by ExplanatoryGPT. This
figure contains an example of interactive overview in the form of a scrollspy showing relevant questions
and answers as explanations. The reader can select a new topic to overview by clicking on any underlined
word.

5. Proof of Concept and Discussion: Real-World Applications of
ExplanatoryGPT

We have developed three proof-of-concept demonstrations of the ExplanatoryGPT. These
examples showcase the potential and versatility of the ExplanatoryGPT system. Two of these
demonstrations focus on the software documentation of Al-based systems, specifically those
used for Credit Approval and predicting heart diseases. We selected these examples because
they delve into intricate, technical details and concepts that could easily confuse an Al model.
More information about these Al-based systems can be found in previous work [19].

Our third demonstration involves the ExplanatoryGPT’s application to a textbook designed
to teach the writing of legal memorandums in the US legal system. This example showcases the
model’s potential to be used in educational settings, specifically for teaching complex topics
like law. Details about this textbook and educational setting can be found in [35].

The reason we chose these diverse examples is because they involve information and technical
concepts that may not be easily understood by ChatGPT. Software documentation, for instance,
often contains technical information that needs to be interpreted in context, while textbooks
may contain specific information that may need to be carefully controlled or hidden during the
learning process.

An overview of the ExplanatoryGPT mechanism in the Credit Approval system is presented
in Figure 1. As seen in this figure, ExplanatoryGPT synthesizes both retrieved and generated
information to deliver an explanation. This mechanism is expected to be especially effective in
technical areas such as credit approval, where information needs to be clearly communicated to



Intelligent Textbook

Here you can read some excerpts of the book Brostoff, T. & Sinsheimer, A. (2013). United States Legal Language and Culture: An
Introduction to the US Common Law System. Third Edition, Oxford University Press.

You can also ask questions about the content covered by these excerpts. However, please note that this question answering tool has limited
capabilities and cannot replace the excerpts, nor directly answer the assignment questions.

How do | write a memorandum?

Question: How do | write a memorandum? X

Answers:
+ A memorandum is a document that lawyers use to communicate information and analysis on a specific legal problem. It should be concise,
clear, and objective. [-]

o A memorandum usually includes a description of factual background, a statement of legal issues, an introduction of relevant laws, an
analysis of how the law should apply to specific facts, and a conclusion. The sections of a legal memorandum are: heading, the
question presented, the brief answer, the fact section, the discussion/analysis section, and the conclusion section. In the
discussion/analysis section, you will fully explain and analyze your predictions. When drafting a legal memorandum, you will usually
predict how a court will rule on a particular legal question under particular factual circumstances. You should always be as definitive
as you can be when you give your answer to the reader.

Writing a legal memorandum is difficult at first but will become easier with practice. When editing your work, make sure your
paragraphs are focused and not overly long. The memorandum should be easy to read, and the reader should understand it
completely after reading through it once. [-]

°

= Pertinence Source File
69.34% In many legal settings specialized forms of written communication are required. In many others, Legal
writing is the medium in which a lawyer must express their analysis of an issue and seek to writing

persuade others on their clients' behalf. Any legal document must be concise, clear, and conform
to the objective standards that have evolved in the legal profession.

Figure 2: Examples of intelligent answers generated by ExplanatoryGPT. The figure only displays
one source answer (at the bottom of the picture), but other 9 sources were considered by ChatGPT
during the explanation generation process.

avoid any misunderstanding. Similarly, Figure 2 illustrates the open-questioning mechanism of
ExplanatoryGPT in the educational scenario of teaching legal memorandum writing,.

Table 1 presents a side-by-side comparison of the explanatory outputs produced by ChatGPT
and ExplanatoryGPT. This comparison highlights the differences in the quality and precision of
explanations provided by the two models. Specifically, the explanations generated by ChatGPT
are obtained through the following instruction which (unlike ExplanatoryGPT) does not include
any retrieved answer but only the given question:

“Create a coherent and clear explanation of ’question’ for a student with no prior
knowledge on the subject. Provide both jargon and simpler synonyms. Your exposition
should follow this structure: Short Answer, Technical Details, Conclusion.”

As shown in Table 1, our ExplanatoryGPT mechanism has the potential to effectively control
what content should be part of the explanations. This control is crucial for several reasons:

1. It mitigates the ‘hallucination’ problem of ChatGPT, where the model sometimes generates
information that is irrelevant or incorrect. This is evident in the ‘CEM’ example shown
in Table 1.

2. Tt improves contextualisation of explanations which may otherwise be generic and not
specifically focused. For example, the ‘Satisfactory Trades’ explanation in Table 1 is more
accurate and targeted due to the control provided by ExplanatoryGPT.



Table 1

This table presents examples of questions and their corresponding explanatory short answers generated
by ExplanatoryGPT and ChatGPT. The purpose of these examples is to shed light on the hallucinations
produced by ChatGPT. In the table, all the explanations generated by ChatGPT are hallucinated or

vague.

on aspecific legal problem. It should be concise,
clear, and objective.

Question ExplanatoryGPT ChatGPT
How do | write a | A memorandum is a document that lawyers | A memorandum is a document used for inter-
memorandum? use to communicate information and analysis | nal communication within an organization.

What is CEM (in the
context of the Credit
Approval System)?

The Contrastive Explanations Method (CEM)
is an algorithm that helps us understand how
small changes to the input of a computer pro-
gram, like an Artificial Neural Network, can
affect its output.

CEM, or Customer Experience Management,
refers to the strategies and practices that busi-
nesses use to understand and enhance the ex-
periences of their customers.

What is the num-
ber of satisfactory
trades?

The number of satisfactory trades refers to the
count of credit accounts that were paid in full
and closed without any negative information.

The number of satisfactory trades refers to
the total count of successful transactions or
exchanges that meet the expectations and re-

quirements of the parties involved.

3. It provides a mechanism to control which information should be shown or hidden. This
feature is particularly useful in educational settings, where certain information might be
withheld as part of a learning exercise.

Instead of employing ChatGPT as a stand-alone generator of end-to-end explanations, we
incorporate an YAI mechanism for the macro-planning phase, which involves the selection and
ordering of information [36]. Subsequently, ChatGPT is utilized for micro-planning and for
surface realization, i.e., the coherent amalgamation of information into sentences.

The main task of ExplanatoryGPT is to avoid overly broad, incorrect, or out-of-context
explanations. This becomes especially clear when considering the examples in Table 1, such as
the first two questions. The answers provided by ExplanatoryGPT are much more specific and
indicate a greater ‘awareness’ of the explanatory context.

Notably, in the absence of an YAI mechanism, one might still formulate a prompt incorporating
the full context necessary for generating an appropriate response. However, in the broadest
of scenarios, executing this prompt without a mechanism (i.e., an YAI) for filtering redundant
information would not be feasible, effective, or efficient. This is primarily due to the stringent
memory constraints associated with ChatGPT. Therefore, the use of a YAI allows for more
accurate and context-specific outputs.

6. Conclusion and Future Work

In this paper, we presented ExplanatoryGPT, an approach that combines ChatGPT with Achin-
stein’s philosophical theory of explanations for intelligent textbooks and documentation. Our
proposed YAI methodology has the potential to enhance the quality and usability of explanations,
making them more interactive and user-centred.

We showcased the potential of ExplanatoryGPT to generate better and less hallucinated ex-
planations in a law textbook and software documentation related to healthcare and finance. Our



research highlights the importance of integrating advanced language models and philosophical
theories for the future development of intelligent textbooks and documentation.

For future work, we plan to conduct extensive user studies to empirically evaluate our
approach, as our current evaluation was limited in scope and rigor. Other research directions
include expanding the application of our methodology to other domains and industries.

In conclusion, our proposed YAI methodology offers a promising avenue for improving
learning and understanding experiences for a diverse audience, ultimately contributing to more
inclusive and efficient educational materials and software documentation.
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