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Abstract
This paper presents our position on the use of AI systems in dental care, associated ethical, social, and
legal risks, and tools that can be used to identify them. We suggest that the development of trustworthy
AI in dental care requires a multi-faceted approach that takes into account not only technical factors
but also ethical principles and human rights considerations together with close engagement of relevant
stakeholders. First, we introduce a preliminary list of ethical and societal risks based on a literature
review validated by our own experience with ethics-based assessment of a medical image analysis AI
system for dental practitioners with a focus on human rights and the alignment of such system with
requirements for trustworthy AI. Identified risks are further analyzed through the lens of the proposal
for the EU Artificial Intelligence Act and related legislation in the EU. Our analysis shows that several
identified risks will not be mitigated by compliance with these laws including broader societal risks.
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1. Introduction

Advancements in artificial intelligence (AI) have shown great promise in revolutionizing many
aspects of everyday life and healthcare is no different. Benefits of utilising AI in the field of
medicine including early and more accurate diagnosis, increase in efficiency, or cost savings [1]
are motivating more companies to launch new AI systems in hopes of innovating healthcare.

Dentistry is no exception, and extensive research has already been conducted on its benefits
in this field [2, 3, 4, 5, 6]. AI impacts dental specialists’ decision-making processes, including
diagnostics, treatment planning, management of clinics, and patient outcomes across dental
specialties such as orthodontics [7], oral and maxillofacial surgery [8, 9], orofacial pain [10],
therapeutic dentistry, oral pathology [11], periodontology [12], endodontics [13], prosthodontics
[14], and anesthesiology [15]. AI mostly helps address the subjectivity of dental specialists
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and reduces their burnout [16], or affects patients’ trust in dentists’ diagnosis. [6] Most of the
current research discusses narrow intelligence trained on specific modalities or combinations
of modalities, such as text, X-ray scans, photographs, CBCT, and MRI [17, 18, 19]. Human
supervision is necessary for this AI [4], however, with the introduction of promptable AI, such
as [20], its potential can be further enhanced.

Nonetheless, the development, deployment, and use of AI come with certain legal, ethical,
or societal risks that need to be identified and addressed to prevent unintended negative
consequences for all parties involved. Legal requirements for creating safe and trustworthy
AI systems are yet to be presented by the European Union (EU). Based on what is currently
known of the contents of the proposal of the Artificial Intelligence Act (AIA), a horizontal
regulation of AI systems in the EU, it seems there is room for improvement when it comes to
proper identification and prevention of risks associated with AI systems[21, 22] specifically in
fields such as dentistry and healthcare generally.

While legal requirements certainly play an important role in the development of safe AI
systems, there have also been attempts at creating non-binding frameworks for the facilitation
of trustworthy AI solutions [23] in various domains including healthcare. One of the most recent
initiatives, Future-AI, offers guidelines and a checklist composed of actionable questions that
should support developers and evaluators in delivering medical AI systems that are trustworthy
and optimised for real-world practice [24]. The U.S. Food and Drug Administration (FDA),
Health Canada, and the United Kingdom’s Medicines and Healthcare Products Regulatory
Agency (MHRA) have also jointly identified 10 guiding principles for the development of Good
Machine Learning Practice [25]. There are also first attempts to summarize specific ethical and
societal issues arising in dental care [26, 27, 28, 29, 30]. Yet, to our knowledge, there are no
comprehensive guidelines for trustworthy AI specific to this domain.

This paper presents our position on the advent of AI systems in dental care, associated
ethical and legal risks, and tools that can be used to identify them. We introduce a preliminary
list of risks based on a literature review validated by an ethics-based assessment of a medical
image analysis AI system for dental practitioners that was conducted by our team. The main
focus was on human rights impacts and the alignment of such a system with requirements for
trustworthy AI. Additional tools that were utilised during the facilitation of the ethics-based
assessment process include Assessment List for Trustworthy AI (ALTAI) [31], a well-known
ethical framework in Europe, and Human Rights, Ethical and Social Impact Assessment (HRESIA)
[32], a risk assessment focusing on human rights also encompassing social and ethical values.

It is of the essence, to address the meaning of trustworthy AI before delving into any further
discussions or analyses. For the purposes of this paper we derive our definition from the Ethics
Guidelines for Trustworthy AI (EGTAI) [33]. In order for an AI system to be deemed trustworthy,
it should be lawful, ethical, and both technically and socially robust. Each of these components
is crucial and they should all work in harmony. This may, however, pose a challenge in practice
yet EGTAI calls for a collective effort to ensure that all three components are met and trust in
development, deployment and further use of AI is secured.

The paper proceeds as follows. After the introduction, the preliminary analysis of legal
and ethical risks concerning AI systems in dental care is presented. The next part provides a
discussion on the identified risks from the regulatory point of view taking into account the
Artificial Intelligence Act and related EU legislation. The final part of the article represents



conclusions and further research opportunities.
By highlighting the main risks, we hope to contribute to the ongoing discussion around

responsible AI development in healthcare with a special focus on dental care and to inspire the
creation of comprehensive guidelines for the development and implementation of trustworthy
and accountable AI systems in this domain.

2. Ethical and Social Risks

The development of AI for medical purposes has shown promising potential to improve diagnos-
tic accuracy, reduce workload, and improve patient outcomes. However, as with any emerging
technology, there are risks associated with its development, deployment, and subsequent use. In
this chapter, we discuss some of the most important risks that were identified by other scholars
or by us during our ethics-based assessment [34] of an AI x-ray image diagnosis system for
dental professionals.

Algorithms learning from humans tend to repeat human biases and stereotypes [35].
According to the AI Now Institute, the AI sector is facing a diversity crisis across gender and
race [36]. Even industry giants such as Apple are falling behind. The development team behind
Apple’s HealthKit app did not include any women and for example, until iOS 9 neglected to
include a women’s menstrual cycle tracker [37]. Technological companies and teams are unbal-
anced which might suggest that the stereotypical predictions might not be flagged by developers
working to validate the outputs of the model. During our assessment of the aforementioned
medical image analysis AI system, which was developed in central Europe, we noticed a risk of
representation bias mainly in the form of racial bias because most, if not all, of the data used for
model training, was data from Caucasian patients.

The deployment of machine learning models in dental care contributes to the importance
of having fair and accountable AI systems. However, the opaque nature of deep learning
models serves as an obstacle to establishing accountability for discrimination [38] and to ex
post debiasing of such AI systems. Deployment of heavily biased models also interferes with
the right to equal provision of healthcare which is one of the fundamental human rights
guaranteed by the Charter of the fundamental rights of the EU (Charter, Article 35) [39].

While it is widely believed that AI will promote growth, create wealth, and have beneficial
results, numerous possible consequences of its use need to be perceived in a broader social
context [38] [28]. Optimistic assumptions are often made about the state of infrastructure and
readiness of healthcare institutions where AI will be deployed. In some low-income countries,
financial resources and information and communication technology infrastructure lag behind
those of high-income countries, and the significant investments and effort that would be required
might discourage the deployment and further use of new technology [40]. This can widen the
technological and economic gap between developed and developing countries, leaving the
latter at a disadvantage. Moreover, our experience from the assessment suggests that dentists
working in bigger clinics with the latest equipment had more incentive to implement and benefit
from AI systems than sole practitioners. Patients can therefore have contrasting experiences
when coming to different dentists with a toothache and it might represent another threat to the
right to equal provision of healthcare. This risk applies to the work of dentists within the same



country or in different countries.
Another major concern when it comes to the deployment of AI systems in dental care is tied

to over-reliance [31] or automation bias [41]. It represents a process of decision-making
leading to commissive or omissive errors where a dentist heavily relies on the output of the
AI limiting his/her professional capacities. There is a great deal of evidence suggesting that
humans tend to over-trust machines which leads to decreased vigilance and auditing of such
systems [42]. There is no such proof regarding automation bias in dental care but a study
investigating the impact of decision support on the accuracy of ECG interpretation found that
while correct decision support classification increased clinician accuracy, incorrect decision
support classification decreased their accuracy [43]. This can be especially dangerous when the
health of an individual is at stake.

Regarding the risk of low transparency and user awareness, in the field of medicine, the
institute of informed consent plays an important role. It refers to the process by which individuals
are fully informed about the risks, benefits, and potential alternatives to medical intervention
and based on that information make a voluntary decision about whether to participate or
not. This obligation, however, clashes with the nature of AI systems and tools used in dental
care. As we have mentioned, these systems often deploy deep learning methods that serve as
black boxes with low levels of explainability and interpretability [44]. Whenever an AI system
outputs a decision or recommendation on how to medically intervene, with the current state
of explainability methods, it is troublesome for the patient and maybe even for the dentist to
understand how and why is the output the way it is [45]. As a result, the possibility for the
patient to give full and informed consent crumbles, and another fundamental right, the right to
the integrity of the person (Charter, Article 3) [39], may be endangered.

For an AI system to be effective and bring all the aforementioned benefits to both patients
and dental professionals, it needs to be trusted and used. The trustworthiness of AI in the eyes
of dental practitioners, however, is often negatively affected by the inability of the system to
present the outputs in a medically acknowledgeable format [46]. Based on our experience from
the assessment this usually means a lack of confidence rate, accuracy, precision, and subsequent
binary decision-making of the AI system. A growing number of healthcare workers are also
suffering from change fatigue [37]. Innovations in healthcare are booming and their frequent
implementation might be tiring and cause aversion in healthcare professionals. During our
assessment, we also encountered similar risk, especially among the older generation of dentists.
When presented with the opportunity to implement and use an AI system to analyse dental
X-ray images, the answer was usually negative and the reasoning behind corresponded with
either distrust of the system and its accuracy or change fatigue.

Another category of risks associated with using AI in dental care naturally relates to various
issues around privacy and data protection [38] since such systems make use of personal
and sensitive data such as dental X-rays. However, patients might not be fully aware that
their personal data is also used for the purposes of training AI models. Additional risks are
associated with potential data breaches. If divulged, collected data may reveal significant private
information to the public since it consists of medical diagnosis and health status of individuals.
But not only individual privacy is at stake when dealing with dental datasets. There is also the
possibility to create country-specific or ethnicity-specific datasets with precise information on
the health of these groups that might be exploited commercially. The aforementioned risks to



privacy and data protection are often in contrast with the potential benefits of using personal
health data to generate new knowledge and cannot be minimised, such as in the case of testing
much-needed drugs and vaccines (as currently highlighted by the COVID-19 crisis)[37].

A risk that is covered in literature much less than any of the aforementioned concerns the
unclear environmental sustainability of complex AI systems. Training of AI models requires
vast computational power, leading to significant energy consumption, emission of carbon, and
freshwater expenditure. In consequence, training AI models and their subsequent functioning
poses a great threat to the environment and its conservation. According to a paper focusing on
the carbon footprint of deep learning models for medical image analysis, the underlying energy
costs of training a baseline model on one 2D dataset can equal an annual carbon footprint
of about 27 people from a low-income country [47]. In some cases when a model is large
and widely used, such as the OpenAI’s ChatGPT, the amount of freshwater consumed can
equal filling a nuclear reactor’s cooling tower [48]. On the other hand, better dental care and
prevention supported by such AI systems could potentially lead to energy and water savings.
Higher sustainability would be achieved due to less frequent occurrence of patients with severe
diagnoses resulting in less frequent visits of dental practitioners.

3. Risks beyond AI regulation

Most of the presented risks associated with the use of AI in dental care shall be also observed
from the point of regulation. The proposal of the Artificial Intelligence Act (AIA), which will
be the landmark piece of legislation in the field of AI in the future, represents a horizontal
regulation requiring a risk-based approach. AIA proposes four categories of AI systems based
on the risk they pose for fundamental rights, health, and safety (AIA, Recital 13) with a focus
on setting obligations for the category of high-risk AI systems. What constitutes a high-risk AI
system is defined by the proposed Annex II for AI systems as safety components covered by
specific EU legislation and Annex III of AIA via specific areas and applications. Considering the
AI system used in dental care, it shall be observed that health care is currently not stipulated as
a specific area of high risk. However, medical devices regulation is explicitly stated in Annex II
triggering the requirements from AIA for AI systems as medical devices [49]. This in practice
means that AIA will complement procedures established by medical devices regulations.

Prior to placing any high-risk AI system on the market, the provider of the AI system is
obliged to undergo a conformity assessment that is a part of the auditing mechanisms provided
by the AIA. The content of the conformity assessment is framed by requirements on quality
management systems (AIA, Article 9 and Article 17) including appropriate data governance
practices, human oversight, record keeping, or cybersecurity. For medical devices, requirements
stemming from medical devices regulation also apply. For this reason, the medical technology
industry calls for close alignment of relevant legislation [50]. However, it shall be noted that
medical devices regulations do not provide substantive framework for AI systems used in
healthcare. These regulations do not contain requirements for transparency, human-oversight
or accountability of AI systems. [51] Therefore, it is of the essence to focus on requirements
provided by AIA. In the following paragraphs, we will examine how these requirements reflect
risks identified in the previous chapter.



The first discussed group of risks pertains to algorithmic biases and the quality of training
datasets including the broader context of the provision of health care. Article 10 of the AIA
sets forth rules for using representative datasets of sufficient quality. Inter alia data governance
and management practices shall include "examination in view of possible biases" reflecting
requirements for datasets to be relevant, representative, free of errors, and complete (AIA,
Article 10 [2] [f] and [3]). Compliance with the requirement shall mitigate potential bias and
discrimination. However, it does not tackle the issue of equality of dental care provision from
the broader social context. Although one of the protected values of AIA is health, requirements
for providers of AI systems focus on the health of an individual rather than the healthcare
system as a whole.

Another group of risks pertains to the over-reliance of individuals on the outputs of AI. The
issue relates to the legal requirement of human oversight set forth in the AIA Article 14. The
rationale behind this is to require developers of high-risk AI systems to implement procedures
and interfaces that allow high-risk AI systems to "be effectively overseen by natural persons
during the period in which the AI system is in use" (AIA, Article 14 [1]). At the same time,
implemented measures shall enable the individuals to whom human oversight is assigned to
remain aware of automation bias, especially in cases where outputs are used for the decisions
of an individual (AIA, Article 14 [4] [b]). It remains questionable if being vigilant is sufficient
for dental professionals in the light of proven decrease in the accuracy of clinical practitioners.
Such requirements shall be complemented by specific liability schemes.

The risk of not being able to understand the medical intervention is linked to the issue of
informed consent and transparency. AIA primarily governs transparency requirements for
(business) users of high-risk AI systems (AIA, Article 13) therefore placing clinical practitioners
at the core of the obligation. Individuals, including patients, do not have a specific right
to explanation according to the AIA. It shall be noted that the existence of the right to an
explanation of specific decisions according to the EU General Data Protection Regulation also
remains unclear [52]. The risk of transparency is not sufficiently governed by current or
proposed regulations.

Regarding trustworthiness, rules laid down by AIA are aimed to support the objective
of the development and deployment of trustworthy AI (AIA, Recital 5). In general, specific
requirements stipulated for high-risk AI systems are indirectly aimed to foster trustworthiness.
However, legislation is not always the most suitable option for promoting trust in general as it
is often narrow in scope and applicable to a limited number of situations or products. The same
applies to AIA. Also, the comparison of requirements of AIA and questions and areas discussed
in ALTAI shows significant gaps between these instruments [34].

Privacy and processing of personal data are issues already covered by EU legislation[53].
As discussed above, Article 10 of AIA contains rules for data governance. However, the ethical
risks discussed in the previous part of the article go beyond regulatory requirements in AIA
or EU data protection laws. The latter is especially relevant in the case of the awareness of
individual’s data being used for training models or commercial dataset exploitation. These risks
shall be mitigated with tools and processes stretching further than regulatory compliance.

Although AIA explicitly protects the health of individuals, the governance of environ-
mental sustainability of high-risk AI systems is absent. Only recently, requirements for
transparency of the high-risk AI systems’ energy consumption were discussed in the legislative



process[54]. This may come as a surprise since the benefits of AI systems for the environment
are specifically discussed in the impact assessment of the AIA[55].

4. Conclusion

The development of trustworthy AI in dental care requires a multi-faceted approach that
takes into account not only technical factors but also ethical principles and human rights
considerations. In this paper, we tried to demonstrate how ethics-based assessments and human
rights impact assessments can serve as a superstructure for a better understanding of various
ethical and social risks that can help with the development of trustworthy AI in dental care.

AI regulations like AIA will play an important role in regulating the development and
deployment of AI systems in dental care, but as we have seen, it does not address all the concerns
that arise to the full extent. Additionally, negotiations on the content of legal frameworks move
slowly but risks emerge dynamically. It is of the essence to tackle risks generated by the use of
AI on an ongoing basis and not wait and count on future compliance with hard regulation.

Moving forward, it will be important to continue to engage in conversations and collaborations
that prioritize the ethical and human rights implications of AI in dental care and its impact on
various stakeholders[34]. This way we can work towards the development of specific ethical
frameworks and guidelines that can ensure the safe, responsible, and ethical deployment of AI
in dental care and beyond.
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