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Abstract

Human-Al teams count on both humans and artificial agents to work together collaboratively. In
human-human teams, we use trust to make decisions. Similarly, our work explores how an Al can
use trust (in human teammates) to make decisions while ensuring the team’s goal and mitigating risks
for the humans involved. We present the several steps and challenges towards the development of an
artificial-trust-based decision-making model.
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1. Introduction

Our work focuses on how an artificially intelligent agent (also referred to as Al) can understand
its human teammates in a wide range of teams, from search and rescue to healthcare, cooking,
etc. In particular, we explore how an Al can use artificial trust to predict and understand
whether a human will do a certain task and, if so, how well. With artificial trust, the agent
might be able to make informed decisions which will improve team efficiency and reduce risks.
The main body of research on trust in human-Al teams is growing, see e.g., [1, 2, 3, 4, 5, 6], but
does not address artificial trust in humans often. For research that touches upon artificial trust
in humans, we refer to [7, 8, 9, 10, 11, 12, 13].

Artificial trust (a term described to the process of trust where the trustor is an Al [12]),
similarly to natural trust (when the trustor is human), can be seen as a construct of aspects
that are relevant when a human teammate is asked to collaborate on a certain task, such as
ability, benevolence, integrity, capacity, preference, etc, see e.g. [14, 15]. However, it is still an
open question how relevant these aspects are in human-Al teams. Most of these constructs
come from human-human studies and need to be tested in scenarios where humans and Als
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are teammates. On the other hand, the multi-agent systems (MAS) community has since long
used beliefs of trust and trustworthiness for decision-making, see e.g., [16, 17, 18, 19]. Our work
aims at computing trust beliefs for the agent, as in MAS literature, while having a human as
trustee (the entity being trusted). This requires us to reach inspiration from social sciences and
run user studies to explore and validate our possibilities. In this short paper, we present the
steps and challenges towards our artificial-trust-based decision-making model.
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Figure 1: Overview of the model of artificial trust for decision-making. The Al system can observe the
human teammate and, by estimating their features, model artificial trust in a hybrid way, i.e., using
both knowledge and data-driven techniques. With beliefs of artificial trust, the Al system can estimate
human behaviour and make a decision. Finally, it can update its model with the consequences of such
decisions.

2. Towards beliefs of Artificial Trust in Human Teammates

The goal of this work is to enable an Al teammate to make decisions taking its human teammates’
trustworthiness into account. For this, the Al teammate needs to be able to form beliefs of
artificial trust regarding humans. In [20], the authors present an artificial agent’s trust in another
as a construct of Competence belief, Willingness belief and Dependence belief. Competence belief
deals with believing the trustee has the necessary abilities to perform a task, whereas willingness
translates into believing the trustee will do a task given the context, independently of their
abilities. Finally, dependence belief lies on the trustor’s side, and it is crucial for the decision-
making process as it tells how much the trustor depends on the trustee for the execution of a



certain task. When we consider a team and joint goals, not only the trustor’s (the one making
the decision to trust) dependence belief is important but also the trustee’s dependence on the
trustor (e.g., the Al may choose to help a human because it believes the human is in a risky
situation and depends on the AI for success). To the best of our knowledge, these beliefs are
yet to be implemented and tested in human-Al interaction. It is challenging to do so as we do
not know how to form such beliefs from humans, i.e., as said before, which aspects constitute
human trustworthiness and how an artificial agent can perceive them. However, we aim at
having such beliefs as a starting point for our artificial trust model, which will be used to make
decisions.

Figure 1 presents the overview of the goal model. The human presents a manifesta (i.e.,
set of behavioural cues) which represent a krypta (i.e., set of characteristics of the human)
[21, 22]. The Al can use the manifesta to model beliefs of artificial trust in a hybrid way,
i.e., with both data-driven and knowledge-based techniques, from the manifesta along with
environmental factors (which give context). Beliefs of artificial trust can be, as mentioned before,
competence, willingness, and dependence beliefs. With some of these beliefs, such as competence
and willingness, the Al should be able to predict some human behaviour and then, keeping the
context in mind (and the (inter)dependencies), make a decision. Finally, given the outcome of
this action, the agent should update its model of artificial trust.

In summary, the modelling steps towards a model of artificial trust for Al teammates’ decision-
making are:

1. Investigating krypta and manifesta of human trustworthiness towards an artificial teammate.
This included exploring which unobservable characteristics (the krypta) constitute human
trustworthiness in human-Al teams and how they can be observed (the manifesta) through
a user study in an online 2D grid-world supermarket environment. The task consisted
of helping two artificial agents by collecting the necessary products in the supermarket
(inspired by the increase of online supermarket orders during the COVID-19 pandemic).
The agents would ask for different products and the human could choose which agent
to help. After choosing to help one of the agents, the subject could either complete the
task, lie about it, or give up on that task, and then go to the next one. We included
metrics and conditions based on Mayer’s ABI model [14], which proposes that someone’s
trustworthiness depends on their ability, benevolence, and integrity. The results of the
experiment are currently in the publishing process, but it is possible to find a preliminary
report in [23].

2. Updating artificial trust based on interaction given a context. After studying which aspects
may play a role in a human’s trustworthiness towards an artificial teammate, and grasping
how it may be possible to perceive them, it is important to explore how this trust can be
updated. Trust is dynamic[24], and an artificial teammate should be able to constantly
update its trust values throughout the interaction. Here, we can integrate existing models
such as [11].

3. Using artificial trust to make decisions. The goal of this step is to propose a decision-making
model for an Al agent which takes into account values of artificial trust for each sub-task
of a joint goal and, at the same time, the interdependencies. We use principles of Coactive
Design [25], including Interdependence Analysis.



4. Evaluating artificial trust and decision-making models. It is, in general, hard to evaluate
artificial trust models, since we do not have ground truth. We work on defining metrics
to compare different artificial trust models with baselines. The values of artificial trust
can lead to decisions that may impact the environment and possibly the human teammate.
It is then easier to compare the outcome of the decisions, rather than the trust values
alone. The baselines include never-trusting models, always-trusting models, and random
models.

3. Challenges

Although the steps towards having an artificial-trust-based decision-making model are de-
fined, they present several challenges. Overall, designing and evaluating experiments presents
methodological and theoretical issues, such as trying to explore complex real-world scenarios
in controlled environments [26, 27]. Our research is no exception, and we have learned along
the way about the main obstacles.

The first and main challenge is the lack of ground truth. Human trustworthiness has no
available ground truth, making it hard to evaluate our artificial trust models. When we propose
objective measures of trustworthiness, which may be manifestations of the krypta, we cannot
prove that these are correct, or good, as there is nothing to compare them with. There is even
the risk that, when we propose what human trustworthiness in a certain context may be, define
the measures and then design the study, and all of this without other models to compare with
or ground truth, we fall into a self-filling prophecy. We have tried to compare our measures
with humans’ perception of their own trustworthiness, but this is far from the ground truth, as
their perception can be far from reality. This challenge affects the first step. This being said,
we develop metrics and baselines (mentioned in step 4) that help us evaluate our model by
comparison.

Another challenge every time we start designing an experiment within this topic is the task
design. The task is the platform in which we want to explore several aspects, but finding one
task that accommodates all aspects is hard. Furthermore, to study human-Al teamwork, we
need to ensure the human participant understands the collaborative aspect of the environment.
Otherwise, participants might focus on solving the task rather than caring about the interaction
(which, we believe, would not necessarily be the same in a real-world situation). For example,
one may present different narratives to different participants, such as the context or background
story of the Al system or their (human and Al) relationship, without integrating them into the
task. This can lead to the participants focusing mainly on completing the task and ignoring the
rest of the information they were given. For this reason, we invested in visual representations
of the teamwork and of the levels of interdependencies, with the aim that the participants
understand that the Al is collaborative and that they can team up.

4. Conclusion

This paper presents an overview of the work that is being developed towards an artificial-
trust-based decision-making model. The goal of such a model is to enable an Al teammate to



make informed decisions within a team context, taking into account its human teammate’s
trustworthiness and the context. The model should be updated throughout the interactions.
We explain how we try to bridge multi-agent systems with social sciences and present the main
steps that we take to develop such a model. Finally, we conclude with some of the challenges
we have encountered throughout our research, mainly related to the user studies, and reflect on
tentative mitigation strategies. Although there is still a long gap to fill, we believe this model
will be important for human-AI teams, improving their efficiency and mitigating possible risks.
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