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Abstract
Fighting the spreading of fake news is one of the most challenging tasks on the Internet. In this paper,
we experiment with various pre-trained language models (PLMs) to check the veracity of German news
articles. Since there are very few PLMs for German, we translate the German benchmark dataset to
English. Then, we conduct experiments with both German and translated English datasets for predicting
the veracity of the news articles. In the experiments, we apply the fine-tuning and adapter methods
based on corresponding PLMs. Our experiments on the FANG-COVID dataset show that the errors
resulting from translating German to English can be compensated by the accuracy of available PLMs in
English. With these experiments, we show that translating a dataset from a lower-resource language to
English is a valid intermediate step for further processing with English PLMs.
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1. Introduction

Since the US election in 2016, the spread of fake news has caused more and more concern in the
public [1]. There are various motives behind the spread of fake news, e.g. political and financial.
In academia, there has been an increasing interest in fighting fake news with machine learning
and natural language processing (NLP) based methods. There are different kinds of definitions
for fake news. Following Shu et al. [2], fake news is a news article that is intentionally and
verifiably false. For fighting fake news, there are many public training datasets, most of which
have been crawled from the Internet. A large part of the popular datasets is in English, e.g.
BuzzFeed News [3], Fake News Challenge dataset [4], FEVER [5], LIAR [6], etc. Currently,
pre-trained language models (PLMs) are standard tools for NLP tasks. English datasets are also
the main material for training these models. Therefore, there are obvious advantages regarding
the amount of pre-trained language models and relevant datasets to detecting fake news in
English.

Due to the aforementioned facts, we come up with an intuitive way for detecting fake
news in German and thereby show that the translation to English is a reasonable way for
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fake news detection. Concretely, we translate a German fake news dataset to English with
a transformer-based machine translator. We then fine-tune or adapt Bidirectional Encoder
Representations from Transformers (BERT) [7] and Robustly Optimized BERT Pretraining
Approach (RoBERTa) [8], which are mainly trained on English datasets, to predict the veracity
of news articles. For comparison, we directly fine-tune or adapt the German version of the
BERT model with the German fake news dataset for further prediction. Based on the results
of the experiments with indirect and direct methods, we show the feasibility of the indirect
method via translation for fake news detection.

The rest of the paper is organized as follows: We briefly review related papers for fake news
detection, especially on computational methods, in Section 2. In Section 3, we describe the
original German open-source dataset and the translation process. In Section 4, we explain our
models for the experiments in detail. In Section 5, we report the results of various experiments.
Finally, we conclude and give an outlook for future work in Section 6.

2. Related Work

Fake news detection has drawn increasing attention from the research community. There
is fake news in various forms of news, text, image, video, and multimedia. We restrict the
literature review to text-based fake news detection. The models for fake news detection can
be based on the news contents and social contexts [2]. The latter is often applied to combat
fake news on social media platforms. According to Shu et al. [2], the content-based models
for checking the facts in the news can be classified into three groups, namely expert-oriented,
crowdsourcing-oriented, and computational-oriented. The computational-oriented models are
our focus in the review.

Before the introduction of large PLMs, most computation-oriented models applied super-
vised learning in the form of classification with the construction of various features. Zhou
et al. [1] classified the features into 5 groups, namely lexicon, syntax, semantic, discourse,
and combination. The traditional machine learning models for detecting fake news include
Naive Bayes [9, 10], Support Vector Machine [9, 11], Random Forest [10], and so on. These
methods achieve high accuracy for verifying the news. Meanwhile, they need complex feature
engineering, that demands domain expertise.

Transformer-based PLMs have achieved SOTA performance for many NLP tasks. Fine-tuning
is the standard method for downstream tasks with PLMs, which updates all parameters in
the PLM for the specific downstream task [7]. They have also been applied for fake news
detection. Due to the extensive training corpora, transformer models can capture the linguistic
features in text well. Sepúlveda-Torres et al. [12] achieved SOTA performance on the dataset
of fake news challenge with PLMs. Hously et al. [13] proposed adapter modules that add only
a few trainable parameters per task and freeze the parameters in the PLMs. Compared to full
fine-tuning, the adapter method needs to train many fewer parameters. For fake news detection,
the adapter modules are often used to introduce external knowledge into the PLMs for fact
verification. Whitehouse et al. [14] evaluated fake news detection with knowledge-enhanced
language models which include the K-Adapter model. Factual knowledge obtained from the
text triples on Wikipedia and Wikidata, and linguistic knowledge obtained from dependency



parsing, are added to the PLMs via the adapter modules [15]. The evaluation in [14] shows that
given relevant and up-to-date knowledge bases, knowledge-enhanced models can significantly
improve the performance of fake news detection.

Machine translation is a widely applied data augmentation method for NLP tasks [16]. Amjad
et al. [17] translated English corpus to Urdu as extra training data for fake news detection. The
augmented data has not improved the performance due to the quality of machine translation.
De et al. [18] tackled the non-availability of annotated corpora for four low-resource languages
by translating English datasets to corresponding languages.

3. Dataset

In this section, we provide an overview of the dataset used for the following experiments.
We first describe the original chosen German dataset about COVID-19. Based on the German
dataset, we then give an introduction to our machine translator for converting German news
articles to English.

3.1. Original Dataset

There are very few German fake news datasets publicly available. We have searched and decided
to choose the FANG-COVID dataset provided in [19]. The reason we choose this dataset is
that the dataset is well labeled and contains a large number of training examples. The dataset
contains in total 41,242 news articles about the COVID-19 pandemic, 28,056 news articles are
labeled as real and 13,186 news articles are abeled as fake. The dataset has been crawled from 3
reliable news agencies, including Sueddeutsche Zeitung, Tagesspiegel, ZEIT, and 10 unreliable
news agencies, e.g. AnonymousNews, Contra-Magazin, etc. The news articles from the 3 reliable
news agencies are labeled as real and from the 10 unreliable news agencies as fake. In addition
to labels, headers, and contents of the news articles, the dataset also contains meta-information
about URL, date, source, and Twitter history. We only use the text contents of the news articles
and the labels for training and prediction. The headers and meta-information are excluded from
the experiments.

3.2. Dataset Translation

The original FANG-COVID dataset is in German. We translate all articles to English for further
experiments. The dataset has over 40,000 articles and each article has about 48 sentences
on average. Considering the progress in neural machine translation with transformer-based
models, we implemented our own machine translator. The engine of our translator is the
pre-trained opus-mt-de-en, based on Marian-NMT [20]. Each article is separated into sentences
with spaCy sentence detector [21]. Afterwards, each sentence is put into the translator to obtain
the corresponding English translation.



4. Methodology

In this section, we present our experiments with the FANG-COVID dataset. Based on pre-trained
language models we explore two typical methods: fine-tuning and adapter models, for predicting
the labels of the news articles in the dataset. All base models are based on the Huggingface
transformers library [22].

4.1. Fine-tuning

For the experiments, we choose a German version BERT model, namely bert-base-german-
cased, as the base model [23]. For the English version, we try with two base models, namely
bert-base-uncased [7] and roberta-base [8]. Since PLMs are mostly trained on English corpora,
we use two English base models to reflect the availability of models in English compared to
other languages. We then add a binary classification head to the base models for predicting the
veracity of the news articles.

We split our dataset into training, validation, and test dataset (64%, 16%, 20%). The content of
each news article is tokenized with the corresponding tokenizer provided by the base model.
The maximum input length of each base model is limited to 512. The tokens outside the range
are dropped. We choose cross-entropy loss as our loss function with

ℒ(𝑝, 𝑦) = −𝑦 * log(𝑝)− (1− 𝑦) * log(1− 𝑝), (1)

where 𝑦 is the target value (0 or 1) and 𝑝 is the predicted probability. AdamW [24] is used as
the optimizer. We have tried different learning rates and choose the learning rate to be 0.00005.
With some test runs, we find that within 5 epochs, the fine-tuning method already achieves
very good performance regarding accuracy. So, we fine-tune each model with 5 epochs. We
then choose the model with the smallest loss on the validation dataset as the final model for the
predictions on the test dataset.

4.2. Adapter

As an alternative to the fine-tuning method, we also experiment with the adapter method. The
adapter method adds extra layers to the original pre-trained transformer-based models. As
in the fine-tuning method, we also add a classification head for predicting the veracity of the
news. For the downstream task, the model only updates the added parameters by freezing
the parameters of the pre-trained models [13]. With this property, the adapter model can add
extra layers for each downstream task without forgetting the learned knowledge in PLMs [25].
Additionally, the adapter methods need to train many fewer parameters compared to the full
fine-tuning methods. We have applied the framework of AdapterHub [26] which has been built
on top of the Huggingface transformer framework. For the configuration of the adapter, we
applied the Pfeiffer version configuration [26]. With the adapter method, we have the same
base models, dataset split, optimizer, and loss function. We have selected the learning rate of
0.0001. The adapter models achieve very good performance regarding accuracy on training and
validation datasets within 10 epochs. So, we run each adapter model with 10 epochs and choose
the model with the smallest loss on the validation dataset for evaluating the test dataset.



Table 1
Performance of fine-tuning and adapter models

Model Input language Accuracy Precision Recall F1
Fine-tuning

bert-base-german-cased German 0.976 0.981 0.983 0.982
bert-base-uncased English 0.971 0.979 0.979 0.979

roberta-base English 0.980 0.983 0.988 0.985
Adapter

bert-base-german-cased German 0.976 0.978 0.988 0.983
bert-base-uncased English 0.969 0.974 0.980 0.977

roberta-base English 0.981 0.984 0.988 0.986

5. Evaluation

For the evaluation, we have chosen standard accuracy, F1 score, precision, and recall as metrics.
To reduce the impact of randomness, we run each model 5 times with different seeds. We report
the mean of the performance of the fine-tuning and the adapter method separately in Table 1.
The top performance of each group (fine-tuning and adapter) is marked in bold.

Comparing the results across two groups (fine-tuning and adapters), both methods have very
similar performance. This confirms the finding in [27] that, for the dataset with a large number
of training examples (FANG-COVID over 41k), adapter methods have not shown significant
advantages in performance over fine-tuning methods. Within each group (fine-tuning and
adapters), the RoBERTa-based models achieve the best performance among the three base
models. The performance has proven the improvement of retrained RoBERTa over the original
BERT model. The German BERT version has also outperformed the original BERT model in both
fine-tuning and adapter methods which has shown good performance in the German domain.
The results show that machine translation of the dataset from lower-resource languages to
English is a valid intermediate step since more PLMs are available for the specific downstream
task.

We give here a brief analysis of the prediction errors by the models. In general (averaged
over 5 seeds), the articles labeled as fake have a higher probability of 4.5% being misclassified,
compared to the misclassification probability of 1.5% for the articles labeled as real. This
can be partly explained by the unbalanced dataset, 68% of the articles are labeled as real and
32% as fake. Fewer training examples of fake articles lead to worse performance in the test
datasets. We further apply Jaccard similarity to estimate how similar the prediction errors
are. Jaccard similarity is defined as 𝐽(𝐴,𝐵) = |𝐴∩𝐵|

|𝐴∪𝐵| [28], where |𝐴 ∩ 𝐵| is the number of
common prediction errors of models A and B, and |𝐴 ∪ 𝐵| is the number of total prediction
errors of models A and B. With pairwise comparison (6 models, 15 pairs) and averaged over 5
seeds, model Fine-tuning bert-base-uncased (English) and Adapter bert-base-uncased (English)
have the highest similarity coefficient of 0.269. Model Fine-tuning bert-base-german-cased
(German) and Adapter bert-base-german-cased (German) have a similarity coefficient of 0.255.
The similarity coefficients of models with different input languages are mostly below 0.15. The
models with the same input language have a higher similarity of prediction errors.



6. Conclusion and Outlook

In this paper, we have experimented with an open-source German news dataset to validate the
hypothesis that machine translation to English can be a viable intermediate step for fake news
detection. Besides original news articles in German, we have translated German news articles
to English with a self-implemented neural machine translator. For the original German news
articles, we applied a German pre-trained BERT model. For the translated news articles we
experimented with the BERT and the RoBERTa model. Based on the base models, we predict
the truthfulness of news articles with the fine-tuning and adapter method. The results of the
experiments show that the prediction via translation is a competitive method (even slightly
better than the direct method) and the errors resulting from translation can be mitigated by the
accuracy of available PLMs in English.

We have tackled the fake news detection problem with coarse granularity, namely binary
real and fake labels. In future work, we will focus on a taxonomy with more fine-grained labels
to also generate explanations for why an article is classified as fake news. This information
would be useful to gain a user’s trust to use a fake news detection system.
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