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Abstract
This paper presents QFilter, a privacy-preserving and communication efficient solution that integrates an Attribute-Based
Access Control (ABAC) model into query processing. QFilter enables the specification and enforcement of fine-grained access
control policies tailored to secret-shared data. It can process aggregation SQL queries, including ”count”, ”sum”, and ”avg”
functions, with both conjunctive (using ”AND”) and disjunctive (using ”OR”) equality query conditions, without the need
for inter-server communication. QFilter is secure against honest-but-curious adversaries, and the preliminary experiments
illustrate its applicability for preserving privacy in query processing over secret-shared data, especially at the tuple level
access control with the lowest overhead.
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1. Introduction
Cloud computing offers numerous benefits to organi-
zations and individuals looking to store and process
data in a public environment. These advantages include
high availability, scalability, and efficiency, while also
reducing infrastructure provisioning and maintenance
expenses [1, 2, 3]. However, security concerns pose sig-
nificant obstacles to data outsourcing in the cloud. There
is apprehension about potential breaches of data privacy
and leakage of data processing results to other cloud ten-
ants or the service provider, as data owners lack direct
control over their data and computations [4, 5, 6].
To enhance the security of outsourced data, it is es-

sential to develop models and mechanisms for specify-
ing and enforcing access control policies tailored to this
context [7, 8]. These models should consider varying
levels of data sensitivity. Fine-grained access control
policies offer enhanced control, allowing organizations
to define restrictions at the level of individual tuples,
attributes, or cells within a relation [9, 10, 11]. Such gran-
ular control ensures the protection of sensitive data by
permitting access only to authorized users. In addition
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to the access control specification model, it is crucial to
tightly integrate an access control enforcement mech-
anism into the query processing workflow for data re-
trieval [12, 13, 14, 15]. By seamlessly integrating access
control enforcement into the query processing engine,
unauthorized access attempts can be promptly thwarted,
while authorized users can efficiently perform their op-
erations. The enforcement mechanism must prioritize
privacy, safeguarding sensitive data when processed by
external servers. Furthermore, it should address effi-
ciency and scalability challenges, considering the sub-
stantial volumes of data involved in query processing
over outsourced data.
The conventional approach to protect sensitive data

from unauthorized disclosure is to encrypt the data be-
fore outsourcing it [5, 16, 17, 11, 18, 19]. This approach
involves transferring access to the outsourced data into
access to secret keys used for encryption prior to upload-
ing it to the cloud. However, existing techniques such as
Homomorphic Encryption [20, 21, 22, 23, 24], Searchable-
Encryption [25, 26, 27, 28], and Bucketization [29] are
either extremely complex or cannot practically support
various types of queries.

Attribute-Based Encryption (ABE) is an effective tech-
nique in cloud computing for ensuring data confidential-
ity, data privacy, and fine-grained access control [30, 31,
32, 33, 34, 35, 36, 37]. ABE allows decryption of ciphertext
only if the user’s attribute set meets the specified access
control policies. However, conventional ABE approaches
suffer from the drawback of revealing user attributes and
access policies to the public, making them susceptible to
inference attacks [38, 39].

Recently, several research works have explored secret
sharing schemes for efficient processing of aggregation
SQL queries over outsourced data while preserving the
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privacy of the data, user queries, and query results. How-
ever, the existing proposals [40, 41, 42, 43] assume that
data users are fully trusted and can access outsourced
data without any limitations. In practice, data users have
different access privileges, and requests to access unau-
thorized parts of outsourced data must be filtered.
Existing research on data outsourcing lacks a practi-

cal solution for specifying fine-grained access control
policies and enforcing them during the processing of
aggregation SQL queries over secret-shared data while
simultaneously preserving the privacy of outsourced
data, associated access control policies, user queries, and
query results. To address these challenges, this paper
introduces QFilter, which integrates an Attribute-Based
Access Control (ABAC) model with aggregation query
processing. QFilter enables the specification and enforce-
ment of fine-grained access control policies tailored to
secret-shared relations. The proposed ABAC model sup-
ports flexible access control policy specification at the
tuple, attribute, or cell level, accommodating complex
access conditions. To enforce access authorizations, QFil-
ter employs an oblivious query rewriting and process-
ing technique, incorporating query conditions into the
WHERE clause of the submitted SQL query to check ac-
cess authorizations and filter unauthorized data during
query execution. For efficient and privacy-preserving
query processing, QFilter utilizes string matching-based
operators to process aggregation SQL queries, including
”count”, ”sum”, and ”avg” functions, with both conjunc-
tive (using ”AND”) and disjunctive (using ”OR”) equality
query conditions over secret-shared data. The contribu-
tions of this paper can be summarized as follows:

• We propose an ABACmodel for QFilter that intro-
duces new attributes to the relation, representing
specific access control policies. These attributes
allow us to specify a set of fine-grained access
control policies. To support complex access con-
ditions and reduce the number of ABAC poli-
cies, our proposed ABAC model combines user
attribute conditions using boolean operators, re-
sulting in a single condition set. This set is then
automatically mapped to a unique user group in
QFilter, which facilitates the specification of ac-
cess control policies for different data items (i.e.,
tuples, attributes, or cells) in the outsourced rela-
tion.

• We obliviously rewrite the submitted aggregation
SQL query in QFilter by adding new query condi-
tions to the WHERE clause, ensuring access au-
thorizations are checked and unauthorized data
items are filtered out during query processing.
Importantly, QFilter eliminates the need for inter-
server communication during query rewriting.

• We design efficient string matching-based opera-

tors for QFilter to obliviously process aggregation
SQL queries, including ”count”, ”sum”, and ”avg”
functions, with both conjunctive (using ”AND”)
and disjunctive (using ”OR”) equality query con-
ditions over secret-shared data. These operators
utilize bit-wise multiplication and addition on
secret-shared data, enabling fast computation of
aggregation results. Moreover, the use of these
operators in QFilter eliminates the need for inter-
server communication during query processing.

• We analyze QFilter in terms of the number of
computation and communication rounds at both
server and data user sides. Additionally, we con-
duct preliminary experiments to demonstrate the
performance overhead of QFilter for data out-
sourcing and privacy-preserving query process-
ing.

The rest of paper is organized as follows: Section 2
describes the preliminary concepts. Section 3 provides
an overview of the system architecture, adversary model,
and security requirements in QFilter. Section 4 presents
our proposed ABAC model. Section 5 explains our pro-
posed solution for data outsourcing and oblivious query
rewriting and processing. Section 6 evaluates the over-
head of QFilter for data outsourcing and privacy preserv-
ing query processing. Section 7 reviews and compares
existing research works with QFilter. Finally, Section 8
concludes the paper and discusses future works.

2. Background
In this section, we briefly review the basic concepts used
in QFilter.

2.1. Shamir’s Secret Sharing Scheme
Shamir’s secret sharing scheme [44] is a threshold se-
cret sharing scheme that provides security against ad-
versaries with unlimited computing resources. The ba-
sic idea behind Shamir’s secret sharing scheme is that
k points are enough to define a k-1 degree polynomial.
To share a secret value S among c non-communicating
participants/servers, the data owner chooses k-1 ran-
dom coefficients 𝑎1, 𝑎2, ..., 𝑎𝑘−1 to build a polynomial
𝑓 (𝑥) = 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 + ... + 𝑎𝑘−1𝑥𝑘−1, where (𝑘 ≤ 𝑐),
𝑓 (𝑥) ∈ 𝔽ℙ[𝑥], ℙ is a prime number, 𝔽ℙ is a finite field
of order ℙ, 𝑎0 = 𝑆, and 𝑎𝑖 ∈ ℕ (∀1 ≤ 𝑖 ≤ 𝑘 − 1). Then,
each participant/server i (∀1 ≤ 𝑖 ≤ 𝑐) is given a point
(𝑥𝑖, 𝑓 (𝑥𝑖)) on the polynomial. The secret value 𝑆 can be
reconstructed by performing the Lagrange interpolation
operation using any subset of k secret shares [45, 46, 47].



2.2. String Matching on Secret Shares
Recently, a new string matching method called Accumu-
lating Automata (AA) is proposed by [48], which elim-
inates the requirement for cooperation between partic-
ipants/servers during string matching. This technique
can be effectively utilized in QFilter to determine the
satisfaction of query conditions in the WHERE clause of
submitted SQL queries.
Assuming that S is the secret value and 𝑆𝑖 (∀1 ≤ 𝑖 ≤ 𝑐)

represents the ith secret-share of S stored at the corre-
sponding server, the AA method enables a data user to
search a string pattern p. By generating c secret-shares
of p (𝑝𝑖, ∀1 ≤ 𝑖 ≤ 𝑐), each server can independently search
for the secret-share pattern 𝑝𝑖 within the secret-share 𝑆𝑖.
The result is a secret-share of either 1 or 0, indicating a
match or mismatch between the respective secret-shares.
The AA method combines the secret-shares through mul-
tiplication and addition, allowing the data user to recon-
struct the secret value using the Lagrange interpolation
operation after collecting outputs from k servers, where
𝑘 ≤ 𝑐. The process of string matching using this method
in shown in Example 1.

Example 1. Consider the values of the Account Type at-
tribute in the Account relation shown in Table 1, which are
”checking” and ”saving”. These two values can be mapped
to ”01” and ”10” in the unary representation form, respec-
tively, as we only have these two values for the Account
Type attribute.

Table 1
Account Relation

Account No. Account Type Balance (×1000$)

1 checking 2
2 saving 3
3 checking 1

Now, let’s assume that the unary representation ”01” of
the value ”checking” is outsourced by the data owner. This
means that the value ”checking” will be revealed to the ad-
versary. To prevent data disclosure, the data owner can use
two polynomials with an identical degree to outsource the
value ”checking” to a set of 5 non-communicating servers,
as shown in Table 2.

Table 2
Secret-Shares of Value ”checking” Created by the Data Owner

Value Polynomial S1 (x=1) S2 (x=2) S3 (x=3) S4 (x=4) S5 (x=5)

0 0+x 1 2 3 4 5
1 1+2x 3 5 7 9 11

Now, assume that the data user wants to search for
the value ”checking”. The data user knows that the value
”checking” is represented as ”01”. Then, he/she creates secret-
shares for that as shown in Table 3. It should be noted here

that the data user does not need to ask from the data owner
about any polynomial to build the secret-shares of value
”checking”.

Table 3
Secret-Shares of Value ”checking” Created by the Data User

Value Polynomial S1 (x=1) S2 (x=2) S3 (x=3) S4 (x=4) S5 (x=5)

0 0+3x 3 6 9 12 15
1 1+4x 5 9 13 17 21

At the server side, every individual server performs a
position-wise multiplication of the bits they possess, adds
up all the multiplication results, and sends them to the data
owner. This process is illustrated in Table 4.

Table 4
Operations Performed by Non-Communicating Servers

Server 1 Server 2 Server 3 Server 4 Server 5
1 × 3 = 3 2 × 6 = 12 3 × 9 = 27 4 × 12 = 48 5 × 15 = 75
3 × 5 = 15 5 × 9 = 45 7 × 13 = 91 9 × 17 = 153 11 × 21 = 231
3 + 15 = 18 12 + 45 = 57 27 + 91 = 118 48 + 153 = 201 75 + 231 = 306

After receiving the outputs from the set of 5 non-
communicating servers, which are 𝑦1 = 18, 𝑦2 = 57, 𝑦3
= 118, 𝑦4 = 201, and 𝑦5 = 306, the data user performs the
Lagrange interpolation operation to reconstruct the secret
answer, which is 1 (i.e., 𝑏0 = 1), confirming that the string
pattern has been found. The process is as follows:

(𝑥 − 𝑥2)(𝑥 − 𝑥3)(𝑥 − 𝑥4)(𝑥 − 𝑥5)
(𝑥1 − 𝑥2)(𝑥1 − 𝑥3)(𝑥1 − 𝑥4)(𝑥1 − 𝑥5)

× 𝑦1 +
(𝑥 − 𝑥1)(𝑥 − 𝑥3)(𝑥 − 𝑥4)(𝑥 − 𝑥5)

(𝑥2 − 𝑥1)(𝑥2 − 𝑥3)(𝑥2 − 𝑥4)(𝑥2 − 𝑥5)
× 𝑦2+

(𝑥 − 𝑥1)(𝑥 − 𝑥2)(𝑥 − 𝑥4)(𝑥 − 𝑥5)
(𝑥3 − 𝑥1)(𝑥3 − 𝑥2)(𝑥3 − 𝑥4)(𝑥3 − 𝑥5)

× 𝑦3 +
(𝑥 − 𝑥1)(𝑥 − 𝑥2)(𝑥 − 𝑥3)(𝑥 − 𝑥5)

(𝑥4 − 𝑥1)(𝑥4 − 𝑥2)(𝑥4 − 𝑥3)(𝑥4 − 𝑥5)
× 𝑦4+

(𝑥 − 𝑥1)(𝑥 − 𝑥2)(𝑥 − 𝑥3)(𝑥 − 𝑥4)
(𝑥5 − 𝑥1)(𝑥5 − 𝑥2)(𝑥5 − 𝑥3)(𝑥5 − 𝑥4)

× 𝑦5 =
(𝑥 − 2)(𝑥 − 3)(𝑥 − 4)(𝑥 − 5)
(1 − 2)(1 − 3)(1 − 4)(1 − 5)

× 18+

(𝑥 − 1)(𝑥 − 3)(𝑥 − 4)(𝑥 − 5)
(2 − 1)(2 − 3)(2 − 4)(2 − 5)

× 57 +
(𝑥 − 1)(𝑥 − 2)(𝑥 − 4)(𝑥 − 5)
(3 − 1)(3 − 2)(3 − 4)(3 − 5)

× 118+

(𝑥 − 1)(𝑥 − 2)(𝑥 − 3)(𝑥 − 5)
(4 − 1)(4 − 2)(4 − 3)(4 − 5)

× 201 +
(𝑥 − 1)(𝑥 − 2)(𝑥 − 3)(𝑥 − 4)
(5 − 1)(5 − 2)(5 − 3)(5 − 4)

× 306 =

𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 + 𝑏3𝑥3 + 𝑏4𝑥4, 𝑏0 = 1

3. Overview
In this section, we provide an overview of the system
architecture of QFilter, the adversarial model, and the
security requirements in QFilter.

3.1. System Architecture
We assume three entities in QFilter’s system architec-
ture: Data Owner, Data User, and Non-Communicating
Servers. The interaction between these entities are shown
in Figure 1.

In Step 1, the data user registers his identity attributes
with the data owner. In Step 2, the data owner creates
and sends a credential to the data user based on his iden-
tity attributes. User credentials are stored in the userInfo



Figure 1: System Architecture of QFilter

relation at the data owner side, and authentication is per-
formed using these credentials at the server side. In Step
3, the data owner splits relation R (i.e., including data
and associated access control policies) into c relations
𝑅1, 𝑅2, ..., and 𝑅𝑐 using Shamir’s secret sharing scheme,
and sends each relation to the corresponding server. Sim-
ilarly, c relations 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜1, 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜2, ..., and 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜𝑐
are created for relation userInfo and sent to the respective
servers. Every individual server 𝑆𝑖 requires the informa-
tion stored in its corresponding 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜𝑖 relation for the
query rewriting process. In Step 4, the data user cre-
ates c queries 𝑄1, 𝑄2, ..., and 𝑄𝑐 based on the query Q
by converting each value of query condition into sets
of secret-shared values. Each query is sent to the cor-
responding server along with the set of secret-shared
values. In Step 5, every individual server rewrites its
assigned query by adding new query conditions to the
WHERE clause for access authorization checks and exe-
cutes it to produce the partial output for that. The partial
outputs from the execution of queries 𝑄1, 𝑄2, ..., and 𝑄𝑘
(where 𝑘 < 𝑐) are then sent to the data user. The data
user then performs the Lagrange interpolation operation
to obtain the final query result.

3.2. Adversary Model
In this paper, we consider the honest-but-curious ad-
versary model. Under this model, non-communicating
servers faithfully perform their assigned tasks (i.e., query
rewriting and query processing) without attempting to
modify sensitive data. However, every individual server
may utilize side information, such as background knowl-
edge, query execution, and output size, to gather useful
information about outsourced data, access control poli-
cies, user query, and query results.
We assume that the data owner is fully trusted and

immune to any attacks from the adversary. The adversary

also lacks access to the secret-sharing algorithm and its
related information employed by the data owner.
In this model, only authenticated users are allowed

to request aggregation SQL queries on the outsourced
data. They seek to uncover unauthorized portions of the
data and confidential access control policies. Addition-
ally, they aim to extract information about filtered parts
of their query results. Authenticated users establish se-
cure and trusted communication channels with the data
owner and non-communicating servers, employing their
credentials for authentication at the server side.

It is important to note that QFilter adheres to the lim-
itations imposed by secret sharing schemes, where the
adversary is unable to colludewith themajority of servers
or access the communication channel between the data
owner/data user and individual servers. It is assumed
that the servers are hosted across diverse cloud infrastruc-
tures, each managed by a distinct cloud service provider.
Additionally, it is assumed that the majority of these
providers refrain from colluding with one another due
to their conflicting interests.

3.3. Security Requirements
In the honest-but-curious adversary model, QFilter must
prevent an adversary from learning about the outsourced
data itself, associated access control policies, user queries,
and query results. This prevention is essential to avoid
potential attacks, including:

• Frequent Count Attack: Observing cryptograph-
ically secure data and associated access control
policies to infer the frequency of each value.

• Access Pattern Attack: Deducting which tuples
satisfy or are filtered out from a submitted query.

• Query Pattern Attack: Analyzing the pattern of
queries issued by data users to infer sensitive
information or unauthorized access patterns.

• Output Size Attack: Counting the number of tu-
ples satisfying or being filtered out from a query
condition during both query processing and ac-
cess authorization checking.

The privacy of secret values (i.e., outsourced data itself,
associated access control policies, and query results) in
QFilter relies on two factors: (1) ensuring that only the
data owner or authorized users can reconstruct the secret
value, and (2) providing unique representations for each
occurrence of a value at each individual server to prevent
frequency analysis.
To ensure the privacy of user queries in QFilter, two

conditions must be met: (1) the actual values of query
conditions are concealed from adversaries, and (2) queries
of the same type cannot be distinguished based on their
query results. Queries are considered to be of the same



type if they produce identical output sizes, such as aggre-
gation SQL queries containing the ”count” function.
QFilter must ensure that every individual server be-

haves identically when processing a given aggregation
SQL query submitted by the data user. Furthermore,
the servers must always provide the same answer to the
query. To demonstrate this, it is needed to compare the
actual execution of the algorithms used in QFilter for
query processing on the servers with the ideal execution
of these algorithms at a trusted party that has the same
data, access control policies, and query conditions. An
algorithm in QFilter preserves data privacy from every
individual server if the real and ideal executions of such
an algorithm return the same answer to the data user.

4. Access Control Specification
In this section, we provide a detailed description of our
proposed access control model.

4.1. Access Control Moded in QFilter
In Attribute Based Access Control (ABAC) model, request
of a subject to perform an action on an object is granted
or denied based on a set of the assigned attributes of
subjects and objects [49, 50, 51, 52]. Based on the general
basis in this model, our proposed ABAC model includes
the following elements:

• Users (U ). It consists of the data userswho submit
aggregation SQL queries over the outsourced data
in QFilter.

• Data Items (DI ). It represents the protected data
items in QFilter, such as tuples, attributes, or cells
in a relation.

• Actions (A). It encompasses the available ag-
gregation functions in QFilter, namely ”count”,
”sum”, and ”avg”.

• Policies (P ). It includes all the access control poli-
cies associated with the data items in QFilter.

In this model, users possess identity attributes (e.g.,
name, affiliation, office number, job title, role, trust level),
and ABAC policies are linked to data items to define ac-
cess conditions based on users’ identity attributes. A user
whose attributes satisfy the ABAC policy associated with
a data item is granted permission to perform a specific
action (i.e., an aggregation function) on that data item.

Definition 1 (User Attribute (UA)). A user attribute is
defined as a pair of (𝑎𝑁𝑎𝑚𝑒, 𝑎𝑇𝑦𝑝𝑒) such that ∀𝑎 ∈ 𝑈𝐴 ∶
𝑎 = (𝑎𝑁𝑎𝑚𝑒, 𝑎𝑇 𝑦𝑝𝑒), where 𝑎𝑁𝑎𝑚𝑒 is a unique attribute
name and 𝑎𝑇𝑦𝑝𝑒 is a predefined data type in QFilter.

In accordance with Definition 1, user attributes re-
quire predefined data types (e.g., integer, floating point,

boolean, etc.) to ensure consistency and avoid any po-
tential ambiguity or type mismatching in access control
policies.

Example 2. Three user attributes (Role, String), (Age,
Integer), (Sex, Boolean) can be defined in QFilter based on
Definition 1.

Definition 2 (User Attribute Condition). A user attribute
condition is defined in the form of 𝑐𝑜𝑛𝑑: 𝑎𝑡𝑡𝑟𝑁 𝑎𝑚𝑒 𝑐𝑜𝑚𝑝𝑂𝑝
𝑎𝑡𝑡𝑟𝑉 𝑎𝑙, where 𝑐𝑜𝑛𝑑 is a unique condition name, 𝑎𝑡𝑡𝑟𝑁 𝑎𝑚𝑒
is the name of an identity attribute of users, 𝑐𝑜𝑚𝑝𝑂𝑝 is a
comparison operator such as ”=”, ”>=”, ”<=”, ”>”, ”<”, and
”!=”, and 𝑎𝑡𝑡𝑟𝑉 𝑎𝑙 is a value from the set of values in the
predefined datatype 𝑎𝑇𝑦𝑝𝑒 that can be used by the identity
attribute.

Example 3. Three user attribute conditions C1, C2, and
C3 can be defined in QFilter based on Definition 2 as follows:
C1: Role = ”Banker”, C2: Age > 18, and C3: Sex = 0.

Definition 3 (User Attribute Condition Set). A user at-
tribute condition set is defined in the form of 𝑐𝑜𝑛𝑑𝑆𝑒𝑡: 𝑐𝑜𝑛𝑑
| (𝑐𝑜𝑛𝑑 𝑏𝑜𝑜𝑙𝑂𝑝 𝑐𝑜𝑛𝑑𝑆𝑒𝑡) | (𝑐𝑜𝑛𝑑𝑆𝑒𝑡 𝑏𝑜𝑜𝑙𝑂𝑝 𝑐𝑜𝑛𝑑) | (𝑐𝑜𝑛𝑑𝑆𝑒𝑡
𝑏𝑜𝑜𝑙𝑂𝑝 𝑐𝑜𝑛𝑑𝑆𝑒𝑡), where 𝑐𝑜𝑛𝑑𝑆𝑒𝑡 is a unique name for the
condition set, 𝑐𝑜𝑛𝑑 is a unique condition name, 𝑏𝑜𝑜𝑙𝑂𝑝 is
a boolean operator which can be ”∧” or ”∨”, and ”|” is a
discriminator.

Example 4. User attribute condition set CS1: (C1 ∧ (C2
∨ C3)) can be defined in QFilter based on Definition 3.

Based on Definition 3, our proposed ABAC model al-
lows user attribute conditions specified by the data owner
to be combined as a set of conditions, enabling the speci-
fication of complex conditions. This feature supports the
modeling of complex real-world situations.

Definition 4 (User Group). A user group is defined as a
set of data users whose identity attributes satisfy the user
attribute condition set in an ABAC policy.

In our proposed ABAC model, each unique user at-
tribute condition set is mapped to a unique user group
(according to Definition 5).

Definition 5 (Mapping of a User Attribute Condition Set
to a User Group). Given a set of user attribute condition
set UACS = {𝑐𝑜𝑛𝑑𝑆𝑒𝑡1, 𝑐𝑜𝑛𝑑𝑆𝑒𝑡2, ..., 𝑐𝑜𝑛𝑑𝑆𝑒𝑡𝑡}, a unique user
group 𝐺𝑖 can be automatically created by QFilter for a user
attribute condition set 𝑐𝑜𝑛𝑑𝑆𝑒𝑡𝑖, where ∀1 ≤ 𝑖 ≤ 𝑡.

Example 5. User group 𝐺1 can be automatically mapped
to the user attribute condition set CS1 in Example 4 based
on Definition 5.

Definition 6 (ABAC Policy). An ABAC policy is defined
as a triple (userGroup, dataItem, aggrFunc), where user-
Group is a user group, each member of which has a set of



identity attributes which satisfy a specific user attribute
condition set, dataItem is a data item in relation R, and
aggrFunc is an aggregation function supported by QFilter.

Example 6. An ABAC policy can be defined as follows:
(𝐺1, Balance, sum) in which a user who is a member of user
group 𝐺1 can perform the aggregation function sum on the
data item Balance in the relation Account (Table 1).

Based on Definition 6, our ABAC model only supports
positive access authorizations, implying that access to a
specific data item is denied by default.

4.2. Policy Attachment in QFilter
To attach ABAC policies to the outsourced relation R,
new attributes representing these policies are added to
the relation. For tuple-level access control, two additional
attributes are introduced, one for the ”count” aggregation
function and another for the ”sum” aggregation function.
For attribute/cell-level access control, two attributes are
introduced for each attribute in relation R, one for the
”count” aggregation function and another for the ”sum”
aggregation function. Each value of the new attribute
corresponds to a labeled ABAC policy, associated with a
unique user group according to Definition 5.

It is important to note that our proposed ABAC model
excludes access control policies for the aggregation func-
tion ”avg”. This decision is based on the observation
that the result of aggregation function ”avg” can be de-
rived from the results of aggregation functions ”sum”
and ”count”. By relying on the ABAC policies for the ag-
gregation functions ”sum” and ”count”, QFilter prevents
potential conflicts between different access control poli-
cies for the aggregation function ”avg”. Therefore, when
a data user requests an aggregation SQL query including
”avg” function, the corresponding ABAC policies for the
aggregation functions ”sum” and ”count” are checked
instead of explicitly checking access control policies for
the aggression function ”avg”. Additionally, QFilter does
not allow the setting of access control policies for specific
data items (i.e., tuples, attributes, or cells) with different
user groups for the aggregation functions ”count” and
”sum” in order to avoid conflicts among access control
policies for the aggregation function ”avg”. However, it
is permissible to set access control policies with differ-
ent user groups for the aggregation function ”sum” (or
”count”) when access to preform the aggregation function
”count” (or ”sum”) for such data items are denied, as the
aggregation function ”avg” is not allowed in such cases.
To support the case that no ABAC policy is specified

for a specific data item in relation R, QFilter uses a user
group called Min User Group, which does not map to any
user attribute condition set in the system.

Definition 7 (Min User Group). The user group 𝐺0 is
defined as the 𝑀𝑖𝑛 𝑈 𝑠𝑒𝑟 𝐺𝑟𝑜𝑢𝑝 if it is not mapped to any
of the existing user attribute condition sets in QFilter.

Based on Definition 7, if there is no ABAC policy for
a data item in relation R (i.e., access denied for all data
users), the value of the new attribute for this data item
in relation R is set to 𝐺0.

Example 7. Tables 5 and 6 illustrate the policy attach-
ment process for relation Account (Table 1), with tuple and
attribute/cell access control granularity levels, respectively.
As shown in Table 5, users in user group 𝐺1 have access to
the first tuple of relation R for performing the aggregation
functions ”count” and ”sum”. However, none of the users
in 𝐺1 can access the second and third tuples to preform an
aggregation function, as the attributes Count and Sum are
set to 𝐺0 and 𝐺2 for them, respectively. In Table 6, users
in user group 𝐺1 can access the first and third tuples of
relation R for performing the aggregation functions ”count”
and ”sum” on the Balance data item, as the attribute values
Balance-Count and Balance-Sum are set to 𝐺1. As shown
in Table 6, the attributes Account No.-Sum and Account
Type-Sum in all tuples of relation Account are set to 𝐺0,
as the ”sum” aggregation function is not defined for the
attributes Account No. and Account Type.

Table 5
Tuple Level Policy Attachment

Account No. Account Type Balance (×1000$) Count Sum

1 checking 2 𝐺1 𝐺1
2 saving 3 𝐺0 𝐺0
3 checking 1 𝐺2 𝐺2

5. Data Outsourcing and Privacy
Preserving Query Processing

In this section, we provide a detailed description of
our proposed solution for data outsourcing and privacy-
preserving query processing in QFilter. It utilizes an
oblivious query rewriting and processing technique to
tightly integrate the access control enforcement mecha-
nism into the query processing workflow. The solution
involves the following steps: 1) Creation and distribution
of secret shares by the data owner, 2) Query submission
and distribution by the data user, 3) Query rewriting and
processing by non-communicating servers, and 4) Query
result collection by the data user. We also consider the
complexity of our proposed solution in terms of num-
ber of communication and computation rounds at both
server and data user sides.



Table 6
Attribute or Cell Level Policy Attachment

Account No. Account No.-Count Account No.-Sum Account Type Account Type-Count Account Type-Sum Balance (×1000$) Balance-Count Balance-Sum

1 𝐺1 𝐺0 checking 𝐺1 𝐺0 2 𝐺1 𝐺1
2 𝐺2 𝐺0 saving 𝐺2 𝐺0 3 𝐺2 𝐺2
3 𝐺1 𝐺0 checking 𝐺1 𝐺0 1 𝐺1 𝐺1

5.1. Creation and Distribution of
Secret-Shares

To create a set of secret-shares for relation R (i.e., includ-
ing data and associated access control policies), we need
to represent each value of relation R in a unary form
as explained in Section 2.2. Example 8 shows how to
represent different numerical values in a unary form.

Example 8. Assume that a relation contains only numeri-
cal values. Generally, a numerical value can be represented
by a unary array with 10 bits since we have only 10 num-
bers from ’0’ to ’9’ in decimal form. Hence, the number
’1’ can be represented as (11, 02, 03, ..., 010), where the sub-
script indicates the position of the numerical value; since
’1’ is the first number, the first bit in the unary array is one
and others are zero. Similarly, ’2’ is (01, 12, 03, ..., 010), ...,
’9’ is (01, 02, ..., 08, 19, 010), and ’0’ is (01, 02, ..., 09, 110).

This process can be followed in a similar way to repre-
sent other symbols. Example 9 shows how to represent
different letters in the English alphabet in a unary form.

Example 9. The English alphabet contains 26 letters. Each
letter can be represented by a unary array with 26 bits.
Hence, ’A’ can be represented as (11, 02, ..., 026) since ’A’
is the first letter and therefore, the first bit in the unary
array is one and others are zero. ’B’ can be represented as
(01, 12, ..., 026) since ’B’ is the second letter and therefore,
the second bit in the unary array is one and others are zero,
and so on.

In the AA method, a data user can search for a b-bit
string pattern without the need for inter-server commu-
nication. Both the data owner and data user employ
a polynomial of degree one, resulting in a final poly-
nomial degree of 2b due to secret-share multiplication
during string matching. Solving this polynomial requires
2b+1 secret-shares from different servers. However, in
some cases it is possible that values in relation R can be
mapped to a unary representation with fewer bits, offer-
ing greater efficiency and reducing the required secret-
shares from non-communicating servers. Such mapping
requires prior agreement between the data owner and
data users, akin to marshaling in distributed systems. Ex-
ample 10 illustrates this process for the Account relation.

Example 10. Table 7 shows the output of unary represen-
tation of values in the relation Account including the tuple
level policy attachment (Table 5). We only need to use 3 bits

to represent the values of attributes Account-No., Balance,
Count, and Sum in the unary representation form since
each of them has only three different values. Moreover, we
only need to use 2 bits to represent the values of attribute
Account Type in the unary representation form since it has
two different values.

Table 7
Unary Representation of Account Relation

Account No. Account Type Balance (×1000$) Count Sum

100 01 010 100 100
010 10 001 001 001
001 01 100 010 010

By outsourcing the unary representation form of rela-
tion values, the data owner risks exposing the underlying
data. To mitigate this, the data owner employs b polyno-
mials of the same degree, where b represents the number
of bits in the unary representation of a value. These
polynomials generate b secret-shares for each specific
value, which are then distributed to a designated server.
Rather than transmitting the actual unary representation,
the secret-shares are sent. Example 1 in Section 2.2 pro-
vides a demonstration of this process for the value of
”checking” in the attribute Account Type of the relation
Account.

Assume that R with n tuples and m attributes denoted
by 𝐴1, 𝐴2, ..., and 𝐴𝑚 is a relation which should be out-
sourced. In the case of tuple level policy attachment, two
new attributes Count and Sum are added to relation R
whose values specify the ABAC policy attached to each
tuple of relation R. Therefore, relation 𝑅𝑡 (𝑡 stands for
tuple level policy attachment) with n tuples and m+2 at-
tributes denoted by𝐴1, 𝐴2, ..., 𝐴𝑚, 𝐶𝑜𝑢𝑛𝑡, and 𝑆𝑢𝑚 should
be outsourced to a set of non-communicating servers. In
the case of attribute/cell level policy attachment, two new
attributes are added for each attribute in relation R whose
values specify the ABAC policies associated with each
attribute in relation R. Therefore, relation 𝑅𝑎 (𝑎 stands
for attribute level policy attachment) with n tuples and (3
× m) attributes denoted by 𝐴1, 𝐴𝐶𝑜𝑢𝑛𝑡

1 , 𝐴𝑆𝑢𝑚
1 , 𝐴2, 𝐴𝐶𝑜𝑢𝑛𝑡

2 ,
𝐴𝑆𝑢𝑚
2 , ..., 𝐴𝑚, 𝐴𝐶𝑜𝑢𝑛𝑡

𝑚 , and 𝐴𝑆𝑢𝑚
𝑚 should be outsourced to a

set of non-communicating servers. Now, assume that 𝑣𝑖𝑗
is the value of the ith tuple and jth attribute in relations
𝑅𝑡 and 𝑅𝑎, and c is the number of non-communicating
servers. Therefore, the data owner creates c secret-shares
for the value 𝑣𝑖𝑗 (i.e., 𝑆(𝑣𝑖𝑗)). The result of this step is 𝑐



secret-shared relations (i.e., 𝑅𝑡1, 𝑅𝑡2, ..., and 𝑅𝑡𝑐 in the case
of tuple level policy attachment and 𝑅𝑎1, 𝑅𝑎2, ..., and 𝑅𝑎𝑐
in the case of attribute/cell policy attachment). Then,
the pth secret-shared relation (i.e., 𝑅𝑡𝑝 in the tuple level
policy attachment and 𝑅𝑎𝑝 in the attribute/cell level policy
attachment) is outsourced to the pth server.
To rewrite the aggregation SQL query submitted by

the data user u at the server side, all servers need the list
of user groups of which the data user u is a member of
to add new query conditions as access conditions in the
WHERE clause of the submitted query. To provide this
information, the data owner creates relation userInfo =
(Credential, User Group) to store the values of credentials
and user groups for each registered data user in QFilter.
The values of attributes Credential and User Group are
inserted into relation userInfo during the user registra-
tion process when a specific credential is created for the
data user u and all the ABAC policies specified by the
data owner are considered to find the list of user groups
of which the data user u with a set of identity attributes
is member of. However, outsourcing the values of at-
tribute User Group in relation userInfo may infer some
information about associated access control policies by
revealing relationships between different user groups
in the system. It is noted that servers need the exact
values of attribute Credential in the process of user’s au-
thentication. To prevent the leakage of access control
policies, the data owner creates c secret-shares for each
value of attribute User Group and then creates c relations
𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜1, 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜2, ..., and 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜𝑐 for relation user-
Info in such a way that the values of attribute Credential
are unchanged and the values of attribute User Group are
replaced by their corresponding secret-shares. Finally,
the pth relation of userInfo (i.e., 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜𝑝) is send to the
pth server.

Example 11. Table 8 (a) provides an example of the user-
Info relation that needs to be outsourced to multiple non-
communicating servers. It demonstrates that data users
with specific credentials can belong to various user groups
in our proposed ABAC model. Table 8 (b) displays the at-
tributes Credential and User Group to be outsourced to the
pth server. The notation 𝑆(𝐺𝑥)𝑝 represents the secret-share
of the xth user group (𝐺𝑥) in the 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜𝑝 relation.

Table 8
Relations 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜 and 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜𝑝

Credential User Group

𝑐1 𝐺1
𝑐1 𝐺3
𝑐2 𝐺2
𝑐3 𝐺1
𝑐3 𝐺2

(a) 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜 Relation

Credential User Group

𝑐1 𝑆(𝐺1)𝑝
𝑐1 𝑆(𝐺3)𝑝
𝑐2 𝑆(𝐺2)𝑝
𝑐3 𝑆(𝐺1)𝑝
𝑐3 𝑆(𝐺2)𝑝

(b) 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜𝑝 Relation

5.1.1. Discussion about Information Leakage

By outsourcing relation R as secret shares, the actual
values of relation R and associated access control policies
remain unknown to adversaries. Also, outsourcing the
secret shared values of the attribute User Group in the
userInfo relation does not reveal any information about
the user groups to adversaries. It relies on the adver-
sary’s inability to collude with the majority of servers
or access the communication channel between the data
owner and individual servers during data outsourcing
(as assumed in Section 3.2). Our solution employs dif-
ferent polynomials to generate secret shares for each
occurrence of a specific value, ensuring that multiple
occurrences of a value have distinct secret shares. Con-
sequently, observing the secret-shared values does not
reveal any information about relation R or the attribute
User Group in relation userInfo. This mitigates the risk of
frequency analysis and protects against Frequent Count
Attacks. To conceal the actual number of user groups in
relation userInfo, the data owner can introduce unused
user groups and randomly assign registered data users
to them. For instance, Table 8 (b) may include fake user
groups to safeguard against the inference of user groups
and access policies. It is important to note that the actual
value of the attribute Credential cannot infer any infor-
mation about the access control policies associated with
the data items in relation R, as Credential is solely used
to authenticate the data users at the server side.

5.2. Query Submission and Distribution
Our proposed solution supports both the simple andmulti
dimensional aggregation SQL queries as shown in Table 9.
In the following, we explain how a data user can submit
and distribute an aggregation SQL query to the set of
non-communicating servers.

1. Simple aggregation SQL queries: Assume that
the data user u wishes to submit the aggregation
SQL query 𝑄1 in the form of ”select 𝛼(𝐴𝑖) from
R” to the servers. This query will be distributed
to every individual server without any changes.

2. Multi-dimensional aggregation SQL queries: In
the case that the data user u wishes to submit the
aggregation SQL query 𝑄2 in the form of ”select
𝛼(𝐴𝑖) from R where (𝐴𝑘 = 𝑣𝑘) 𝑂𝑃 ... 𝑂𝑃 (𝐴𝑙 = 𝑣𝑙)”,
the actual values in the query conditions (e.g., 𝑣𝑘
and 𝑣𝑙) should be represented in the unary form.
Then, a set of 𝑐 secret-shares should be created
for each bit of them by the data user u, where 𝑐 is
the number of non-communicating servers. Such
a process is explained in Example 1 in Section 2.2.
Assume that the pth set of secret-shares for all
bits of the values of 𝑣𝑘 and 𝑣𝑙 is denoted as 𝑆(𝑣𝑘)𝑝
and 𝑆(𝑣𝑙)𝑝, respectively. Then, these secret-shares



Table 9
Types of Supported Aggregation Queries in Our Proposed Approach

Aggregation SQL Query Type Query Format

Simple Aggregation SQL Queries select 𝛼(𝐴𝑖) from R
Multi-Dimensional Aggregation SQL Queries select 𝛼(𝐴𝑖) from R where (𝐴𝑘=𝑣𝑘) 𝑂𝑃 ... 𝑂𝑃 (𝐴𝑙=𝑣𝑙)
Note: 𝛼 can be ”count”, ”sum”, or ”avg” and 𝑂𝑃 can be ”∧” or ”∨” operator.

are replaced by the actual values in the query
conditions to hide the query pattern from every
individual server. Thus, the query 𝑄2𝑝 in the form
of ”select 𝛼(𝐴𝑖) from R where (𝐴𝑘 = 𝑆(𝑣𝑘)𝑝) 𝑂𝑃
... 𝑂𝑃 (𝐴𝑙 = 𝑆(𝑣𝑙)𝑝)” will be distributed to the pth
server.

5.2.1. Discussion about Information Leakage

By employing different polynomials to create a set of
secret shares for each value in each query condition, our
proposed solution hides the query pattern of the submit-
ted aggregation SQL query from adversaries. This ap-
plies specifically to multi-dimensional aggregation SQL
queries, where the query pattern remains undisclosed.
Conversely, in the case of simple aggregation SQL queries
without any query conditions, there is no need to worry
about query patterns being obvious. However, it is worth
mentioning that adversaries can acquire information
about the submitted query, such as the type of query
(i.e., simple or multi-dimensional), the specific type of
aggregation function used (i.e., ”count,” ”sum,” or ”avg”),
the attribute to which the aggregation function is ap-
plied, and the total number of conjunctive or disjunctive
equality query conditions. Nevertheless, this informa-
tion alone does not enable adversaries to ascertain the
exact values of outsourced data, associated access control
policies, query conditions, or query results, as they are
all represented in the form of secret shares.

5.3. Query Rewriting and Processing
In our proposed solution, every individual server per-
forms the tasks of query rewriting and query processing
without the need for communicating with other entities.

5.3.1. Query Rewriting

When an aggregation SQL query is submitted by the data
user u on relation R, it is necessary for QFilter to check
the set of ABAC policies attached to relation R to restrict
the query result to the only data items which the data
user u has access to. In the following, we explain in
detail how QFilter obliviously rewrites an aggregation
SQL query at the server side.

1. Simple aggregation SQL queries: Assume that the
aggregation SQL query 𝑄𝑝 = ”select 𝛼(𝐴𝑖) from 𝑅”

is sent from the data user u to the pth server and
𝐹𝑝 is relation 𝑅𝑡𝑝 in the case of tuple level access
control and relation 𝑅𝑎𝑝 in the case of attribute/cell
level access control outsourced on the pth server.
This query is rewritten as follows: 𝑄

′
𝑝 = ”select

𝛼(𝐴𝑖) from 𝐹𝑝where (𝛽 = 𝑆(𝑈𝐺1)𝑝) ∨ (𝛽 = 𝑆(𝑈𝐺2)𝑝)
∨ ... ∨ (𝛽 = 𝑆(𝑈𝐺𝑞)𝑝)”, where 𝛽 is the attribute 𝛼
in relation 𝑅𝑡𝑝 or attribute 𝐴𝛼

𝑖 in relation 𝑅𝑎𝑝, and
𝑆(𝑈𝐺𝑥)𝑝 is the secret-share of the xth user group
𝑈𝐺 (∀1 ≤ 𝑥 ≤ 𝑞) in relation 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜𝑝 which the
data user u is a member of. In the process of query
rewriting, we need to add a query condition in
the WHERE clause of the query 𝑄

′
𝑝 for each user

group which the data user u is member of since
the data user u can be a member of different user
groups and the set of ABAC policies are mapped
into user groups in the system.

2. Multi-dimensional aggregation SQL queries: As-
sume that the aggregation SQL query 𝑄𝑝 = ”select
𝛼(𝐴𝑖) from 𝑅 where (𝐴𝑘 = 𝑆(𝑣𝑘)𝑝) 𝑂𝑃 ... 𝑂𝑃 (𝐴𝑙 =
𝑆(𝑣𝑙)𝑝)” is sent from the data user u to the pth
server and 𝐹𝑝 is relation 𝑅𝑡𝑝 in the case of tuple
level access control and relation 𝑅𝑎𝑝 in the case of
attribute/cell level access control outsourced on
the pth server. This query is rewritten as follows:
𝑄

′
𝑝 = ”select 𝛼(𝐴𝑖) from 𝐹𝑝 where (𝐴𝑘 = 𝑆(𝑣𝑘)𝑝) 𝑂𝑃

... 𝑂𝑃 (𝐴𝑙 = 𝑆(𝑣𝑙)𝑝) ∧ ((𝛽 = 𝑆(𝑈𝐺1)𝑝) ∨ (𝛽 = 𝑆(𝑈𝐺2)𝑝)
∨ ... ∨ (𝛽 = 𝑆(𝑈𝐺𝑞)𝑝))”, where 𝛽 is the attribute 𝛼
in relation 𝑅𝑡𝑝 or attribute 𝐴𝛼

𝑖 in relation 𝑅𝑎𝑝, and
𝑆(𝑈𝐺𝑥)𝑝 is the secret-share of the xth user group
𝑈𝐺 (∀1 ≤ 𝑥 ≤ 𝑞) in relation 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜𝑝 which
the data user u is a member of. In this case, a
set of query conditions is added in the WHERE
clause of the query 𝑄

′
𝑝 using ”∧” operator. These

query conditions are specified for the user groups
which the data user u is member of and each two
query conditions are combined together using ”∨”
operator.

Example 12. Assume that the data user 𝑢1 with the cre-
dential 𝑐1 wishes to submit the query Q in the form of
”Select count(Balance) from Account where (Account Type
= ”checking”)” on relation Account (in Table 5). Such a
query is distributed to the pth server in the form of ”Se-
lect count(Balance) from Account where (Account Type
= 𝑆(𝑐ℎ𝑒𝑐𝑘𝑖𝑛𝑔)𝑝)”. Next, this query is rewritten by the
pth server as follows: ”Select count(Balance) from Ac-



count where (Account Type = 𝑆(𝑐ℎ𝑒𝑐𝑘𝑖𝑛𝑔)𝑝) ∧ ((𝐶𝑜𝑢𝑛𝑡 =
𝑆(𝐺1)𝑝)∨(𝐶𝑜𝑢𝑛𝑡 = 𝑆(𝐺3)𝑝)) since the data user 𝑢1 with the
credential 𝑐1 is a member of user groups 𝐺1 and 𝐺3 (refer
to Table 8).

5.3.2. Query Processing

In query processing, the pth server (∀1 ≤ 𝑝 ≤ 𝑐) exe-
cutes the pth aggregation SQL query 𝑄

′
𝑝 over the pth

outsourced relation 𝐹𝑝 (i.e., relation 𝑅𝑡𝑝 in the case of
tuple level access control and relation 𝑅𝑎𝑝 in the case of at-
tribute/cell level access control) and filters the data items
that do not satisfy the query conditions in the query 𝑄

′
𝑝.

To find the result of string matching (i.e., which can be
”0” or ”1” in the form of secret-share) for each query
condition in the query 𝑄

′
𝑝, the operator ⊙ as the string

matching operator is used by the pth server including a
bit-wise multiplication followed with an addition over all
values of bits of secret-shares in the unary representation
form. It is defined as follows:

𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝑦 =
⎧

⎨
⎩

𝑆(𝑣(𝛼)𝑧)𝑝 ⊙ 𝑆(𝑣𝑦)𝑝 if 𝛽 = 𝛼
𝑆(𝑣(𝐴𝛼

𝑦)𝑧)𝑝 ⊙ 𝑆(𝑣𝑦)𝑝 if 𝛽 = 𝐴𝛼
𝑖

𝑆(𝑣(𝐴𝑦)𝑧)𝑝 ⊙ 𝑆(𝑣𝑦)𝑝 otherwise

where 𝑆(𝑣(𝛼)𝑧)𝑝 is the secret-share of attribute 𝛼 in the
zth tuple of relation 𝐹𝑝 (i.e., 𝑅𝑡𝑝), 𝑆(𝑣(𝐴𝛼

𝑦)𝑧)𝑝 is the secret-
share of attribute 𝐴𝛼

𝑦 in the zth tuple of relation 𝐹𝑝 (i.e.,
𝑅𝑎𝑝), 𝑆(𝑣(𝐴𝑦)𝑧)𝑝 is the secret-share of attribute 𝐴𝑦 in the
zth tuple of relation 𝐹𝑝 (i.e., 𝑅𝑡𝑝 or 𝑅𝑎𝑝), and 𝑆(𝑣𝑦)𝑝 is the
secret-share of the corresponding query condition in the
query 𝑄

′
𝑝. It should be noted that 𝛼 is the aggregation

function in the query 𝑄
′
𝑝. Table 4 in Example 1 shows

how this operator can be used by every individual server
for obliviously searching the string pattern ”checking”
over outsourced data.

The results of string matching can be used to compute
the result of a specific aggregation function in the form
of secret-share at the pth server. Such a process varies
depending on the type of aggregation functions. In the
following, we explain in detail how to exploit the result
of string matching to process aggregation functions.

1. Count Function: The result of an aggregation
SQL query including ”count” function can be com-
puted by the pth server using the following oper-
ation:

𝑜𝑢𝑡𝑝𝑢𝑡 =
𝑛
∑
𝑧=1

(((𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝐴𝑘
⊛ ...) ⊛ 𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝐴𝑙

))∧

(((𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝛽1 ∨ 𝑅𝑒𝑠𝑢𝑙𝑡
𝑧
𝛽2) ∨ ... ∨ 𝑅𝑒𝑠𝑢𝑙𝑡

𝑧
𝛽𝑞))

where ⊛ is 𝑂𝑃 (i.e, ∧ or ∨), 𝐴𝑘, ..., 𝐴𝑙 are the
set of attributes in the WHERE clause of query
𝑄𝑝 (and 𝑄

′
𝑝), and 𝛽𝑖 is the ith 𝛽 in the WHERE

clause of query 𝑄
′
𝑝 (∀1 ≤ 𝑖 ≤ 𝑞). To capture

the operation ”∧” and compute the final result
of (𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝑖 ∧ 𝑅𝑒𝑠𝑢𝑙𝑡

𝑧
𝑗 ) in the form of secret-share

for each tuple z, the pth server executes the fol-
lowing computation:

𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝑖𝑗 = 𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝑖 × 𝑅𝑒𝑠𝑢𝑙𝑡
𝑧
𝑗

To capture the operation ”∨” and compute the
final result of (𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝑖 ∨ 𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝑗 ) in the form of
secret-share for each tuple z, the pth server exe-
cutes the following computation:

𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝑖𝑗 = 𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝑖 + 𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝑗 − 𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝑖 × 𝑅𝑒𝑠𝑢𝑙𝑡
𝑧
𝑗

The correctness of the output of ”count” function
can be described as if the zth tuple has ”0” in the
form of secret-share as a comparison resultant
of (((𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝐴𝑘

⊛ ...) ⊛ 𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝐴𝑙
)) or (((𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝛽1 ∨

𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝛽2) ∨ ... ∨ 𝑅𝑒𝑠𝑢𝑙𝑡
𝑧
𝛽𝑞)), it will produce ”0” in the

secret-share form as the result of this operation
for the zth tuple; therefore, the zth tuple will not
counted as the result of this operation. Thus, the
correct occurrences over all tuples that satisfy the
query’s WHERE clause are counted as the result
of this operation.

2. Sum Function: The result of an aggregation SQL
query including ”sum” function can be computed
by the pth server using the following operation:

𝑜𝑢𝑡𝑝𝑢𝑡 =
𝑛
∑
𝑧=1

𝑆(𝑣(𝐴𝑖)𝑧)𝑝×(((𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝐴𝑘
⊛...)⊛𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝐴𝑙

)

∧(((𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝛽1 ∨ 𝑅𝑒𝑠𝑢𝑙𝑡
𝑧
𝛽2) ∨ ... ∨ 𝑅𝑒𝑠𝑢𝑙𝑡

𝑧
𝛽𝑞)))

where 𝐴𝑖 is the attribute which the aggregation
function ”sum” is applied on, 𝑆(𝑣(𝐴𝑖)𝑧)𝑝 is the
secret-share of the attribute 𝐴𝑖 of zth tuple of re-
lation 𝐹𝑝, ⊛ is 𝑂𝑃 (i.e, ∧ or ∨), 𝐴𝑘, ..., 𝐴𝑙 are the set
of attributes in the WHERE clause of query 𝑄𝑝
(and 𝑄

′
𝑝), and 𝛽𝑖 is the ith 𝛽 in the WHERE clause

of query 𝑄
′
𝑝 (∀1 ≤ 𝑖 ≤ 𝑞). The process of computa-

tion to find the final results of (𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝑖 ∨ 𝑅𝑒𝑠𝑢𝑙𝑡
𝑧
𝑗 )

and (𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝑖 ∧ 𝑅𝑒𝑠𝑢𝑙𝑡
𝑧
𝑗 ) for each tuple z is similar

to this process in ”count” function. In addition,
the argument for the correctness of ”sum” opera-
tion is similar to the correctness of the operation
”count”.

3. Avg Function: The result of an aggregation SQL
query including ”avg” function can be computed
by dividing the result of corresponding aggrega-
tion SQL query including ”sum” function by the
result of corresponding aggregation SQL query
including ”count” function. In this case, every in-
dividual server sends the query results for these
two queries to the data user u. Upon arrival of



Table 10
Execution of Multi-Dimensional SQL Query including ”Count” Function

Account Type Value of the First Condition 𝑅𝑒𝑠𝑢𝑙𝑡𝑘𝐴𝑐𝑐𝑜𝑢𝑛𝑡𝑇 𝑦𝑝𝑒 Count Value of the Second Condition 𝑅𝑒𝑠𝑢𝑙𝑡𝑘𝐶𝑜𝑢𝑛𝑡1 Count Value of the Third Condition 𝑅𝑒𝑠𝑢𝑙𝑡𝑘𝐶𝑜𝑢𝑛𝑡2

𝑆(𝑐ℎ𝑒𝑐𝑘𝑖𝑛𝑔)𝑝 𝑆(𝑐ℎ𝑒𝑐𝑘𝑖𝑛𝑔)𝑝 𝑆(1) 𝑆(𝐺1)𝑝 𝑆(𝐺1)𝑝 𝑆(1) 𝑆(𝐺1)𝑝 𝑆(𝐺3)𝑝 𝑆(0)
𝑆(𝑠𝑎𝑣 𝑖𝑛𝑔)𝑝 𝑆(𝑐ℎ𝑒𝑐𝑘𝑖𝑛𝑔)𝑝 𝑆(0) 𝑆(𝐺0)𝑝 𝑆(𝐺1)𝑝 𝑆(0) 𝑆(𝐺0)𝑝 𝑆(𝐺3)𝑝 𝑆(0)
𝑆(𝑐ℎ𝑒𝑐𝑘𝑖𝑛𝑔)𝑝 𝑆(𝑐ℎ𝑒𝑐𝑘𝑖𝑛𝑔)𝑝 𝑆(1) 𝑆(𝐺2)𝑝 𝑆(𝐺1)𝑝 𝑆(0) 𝑆(𝐺2)𝑝 𝑆(𝐺3)𝑝 𝑆(0)

the query results, the data user u utilizes them
to compute the result of aggregation SQL query
including ”avg” function.

Example 13. Assume that the query 𝑄
′
𝑝 in the form of

”Select count(Balance) from Account where (Account Type
= 𝑆(𝑐ℎ𝑒𝑐𝑘𝑖𝑛𝑔)𝑝) ∧ ((𝐶𝑜𝑢𝑛𝑡 = 𝑆(𝐺1)𝑝) ∨ (𝐶𝑜𝑢𝑛𝑡 = 𝑆(𝐺3)𝑝))”
is the output of the query rewriting process by the pth server
(Refer to Example 12). Table 10 shows how do the pth server
executes this query using string matching based operations.
The results of string matching are used to compute the
result of the query 𝑄

′
𝑝 at the pth server using the following

operation:

𝑜𝑢𝑡𝑝𝑢𝑡 =
3

∑
𝑧=1

(𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝐴𝑐𝑐𝑜𝑢𝑛𝑡𝑇 𝑦𝑝𝑒 ∧ (𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝐶𝑜𝑢𝑛𝑡1 ∨ 𝑅𝑒𝑠𝑢𝑙𝑡𝑧𝐶𝑜𝑢𝑛𝑡2)) =

(𝑆(1)∧(𝑆(1)∨𝑆(0)))+(𝑆(0)∧(𝑆(0)∨𝑆(0)))+(𝑆(1)∧(𝑆(0)∨𝑆(0))) =

𝑆(1) + 𝑆(0) + 𝑆(0) = 𝑆(1).

Note that this process will be performed on the unary repre-
sentation form of secret-shares. However, we show cleartext
values for simple explanation here.

5.3.3. Discussion about Information Leakage

By rewriting the aggregation SQL query Q and introduc-
ing a set of q query conditions in the WHERE clause,
where q represents the number of user groups the data
user belongs to in the relation 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜𝑖, the query pat-
tern of Q remains hidden from adversaries. The inclusion
of secret shares of the relation 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜𝑖 in query condi-
tions prevents adversaries from inferring any informa-
tion about user groups or their associated access control
policies. Additionally, the total number of user groups
to which the data user belongs can be obscured by the
presence of fake user groups in the relation 𝑢𝑠𝑒𝑟 𝐼 𝑛𝑓 𝑜𝑖. By
employing string matching-based operators for comput-
ing the aggregation functions ”count” and ”sum” in the
query Q, QFilter conceals the access pattern during query
processing and access authorization checking. This en-
sures that the identity of tuples satisfying or being filtered
out from the query Q remains hidden from adversaries
since these operators include bit-wise multiplication fol-
lowed by addition over all values of bits of secret-shares
of attributes that appear in the query condition for each
tuple. Therefore, string matching-based operators oblivi-
ously search for string pattern matching. Moreover, the
actual values and sizes of query results are masked from

adversaries, as the output of Q is provided in the form of
secret shares with an identical number of bits. Addition-
ally, it is assumed that there are no conflicts among the
access control policies specified for the aggregation func-
tions ”sum” and ”count” in each data item. Therefore,
utilizing string matching-based operators to compute
these aggregation functions, instead of computing the
aggregation function ”avg”, does not leak any sensitive
information. This assumption is based on the premise
that either the aggregation functions ”count” and ”sum”
are allowed to be performed for a data item by setting
the same user group for that data item, or at least one
of them is denied by setting the user group of that data
item as 𝐺0. It should be noted that although adversaries
may obtain some information about the rewritten query
such as the exact type of submitted query (i.e., simple and
multi-dimensional queries), the specific type of aggrega-
tion function used in the query (i.e., ”count”, ”sum”, and
”avg”), the attribute to which the aggregation function is
applied, and the total number of conjunctive or disjunc-
tive equality query conditions, this information alone
cannot help adversaries learn about the exact value of
outsourced data, associated access control policies, query
conditions, and query results. This is because they are
represented in a secret-shared form.

5.4. Query Result Collection
After receiving the query results in the form of secret
shares with an identical number of bits from different
servers, the data user performs the Lagrange interpola-
tion operation on the received results to obtain the final
answer for the submitted aggregation SQL query. This
process is explained in Example 1 in Section 2.2.

5.5. Complexity of Our Approach
Table 11 presents the complexity of our proposed so-
lution for processing various types of aggregation SQL
queries. As depicted in Table 11, our solution entails
a single communication round between the data user
and every individual server, as well as one computation
round to scan the tuples during the server-side query
processing for all types of aggregation SQL queries. To
interpolate the query results at the data user side, only
one computation round is needed for aggregation SQL
queries including the ”count” or ”sum” functions. For
aggregation SQL queries including the ”avg” function,



Table 11
Complexity of Our Proposed Approach

Aggregation SQL Query Computation Rounds at the Server Side Communication Rounds Computation Rounds at the Data User Side

Aggregation Queries including ”count” Function 1 1 1
Aggregation Queries including ”sum” Function 1 1 1
Aggregation Queries including ”avg” Function 1 1 2

it requires two computation rounds (one for ”sum” and
one for ”count”) to perform the Lagrange interpolation
operation.

6. Experimental Evaluation
In this section, we evaluate the overhead of QFilter for
data outsourcing and privacy preserving query process-
ing through preliminary experiments.

6.1. Setup
We implemented QFilter using JAVA programming lan-
guage and conducted our experiments on a machine
equipped with a 3.60 GHz Intel® Core™ i7-7700 CPU
and 16 GB of RAM. This machine was utilized by the
data owner, data user, and every server involved in our
experiments.
For generating datasets, we employed the LINEITEM

relation from the TPC-H benchmark. To prevent an ad-
versary to learn about the distribution of values in the
LINEITEM relation, we added a set of zeros to the left side
of the unary representation of values in such a way that
all values contain identical bits. To create secret shares
for the values in the LINEITEM relation, we selected dif-
ferent polynomials of degree 1 with randomly generated
coefficients. Table 12 provides a comprehensive list of
the parameters used in our experiments, along with their
corresponding values.

Table 12
List of Parameters and Their Values

Parameter Value

Number of Servers 5, 15 (default), 25
Number of Tuples 100K (default), 250K, 500K
Number of Attributes 3, 4 (default), 5, 7

In our setting, we randomly selected 50% of the data
items in the LINEITEM relation as accessible data items
and assigned them to the user group 𝐺1. Conversely,
all inaccessible data items were assigned to the default
user group 𝐺0 (i.e., the Min User Group). We made the
assumption that the data user submitting an aggregation
SQL query belongs to the user group 𝐺1.
We utilized a set of aggregation SQL queries in our

experiments, named in the form of F-XYZ. Here, F de-
notes the type of aggregation function in the query (C

for ”Count”, S for ”Sum”, and A for ”Avg”), XY represents
the type of queries (SI for ”Simple”, CE for ”Conjunctive
Equality”, and DE for ”Disjunctive Equality”), and Z de-
notes the number of query conditions in the WHERE
clause of the query (i.e., 0, 2, and 4).
In [42], it is demonstrated that the utilization of the

AA method [48] for privacy-preserving query processing
has outperformed existing approaches. Therefore, our
main focus here is to evaluate the overhead of QFilter for
data outsourcing and privacy preserving query process-
ing in two cases: tuple-level and attribute-level policy
attachments.

6.2. Experimental Results
In this section, we present the preliminary experimental
results to demonstrate the performance overhead of QFil-
ter for data outsourcing and privacy-preserving query
processing.

6.2.1. Computation at the Data Owner Side

Table 13 displays the average time required to create se-
cret shares for the LINEITEM relation, as well as the total
size of the generated dataset. In these measurements, we
considered a scenario where the number of attributes
was 4, the number of servers was 15, and no access policy
was attached to the relation.

Table 13
Average Time and Total Size for Creating Secret Shares

No. of Tuples Avg Time Time for Each Attribute Total Size Size of Each Attribute

100K 12.7832 s 2.13 × 10−6 s 94.16 MB 16 Byte
250K 32.1551 s 2.14 × 10−6 s 235.41 MB 16 Byte
500K 64.5962 s 2.15 × 10−6 s 470.82 MB 16 Byte

As observed in Table 13, it is evident that both the av-
erage time to create secret shares and the total size of the
generated dataset increase with an increasing number
of tuples in the LINEITEM relation. QFilter requires 16
bytes to store each value of the LINEITEM relation in
unary representation form due to the uniform bit length
of all values within the LINEITEM relation. However, the
creation of secret shares can still be accomplished within
a short period of time (approximately 2.15 microseconds
for each attribute of the LINEITEM relation). Similar
results are obtained when the number of attributes in-
creases. It should be noted that attributes can be added to



the LINEITEM relation to specify access policies. How-
ever, the number of attributes to be added depends on
the type of policy attachment, whether it is at the tuple
level or the attribute/cell level.

Figure 2 shows the impact of number of attributes and
tuples on the computational overhead of QFilter to create
secret shares for both types of policy attachments. As
shown in Figure 2a, the computational overhead to create
secret shares for the tuple-level policy attachment de-
creases when the number of attributes in the LINEITEM
relation increases. The reason is that only two new at-
tributes should be added to the LINEITEM relation for the
aggregation functions ”count” and ”sum” in our proposed
approach. However, increasing the number of attributes
in the case of attribute-level policy attachment does not
have any effect on the computational overhead. This
is due to the fact that two new attributes (for ”count”
and ”sum” functions) should be added in our proposed
solution to specify ABAC policies for each attribute of
the LINEITEM relation. It is also clear from Figure 2b
that the number of tuples does not have any effect on the
computational overhead for both types of policy attach-
ments. This is because new attributes should be added
for each tuple of the LINEITEM relation in the process
of policy attachment.

𝑇𝑢𝑝𝑙𝑒 − 𝐿𝑒𝑣𝑒𝑙 𝐴𝑡𝑡𝑟 𝑖𝑏𝑢𝑡𝑒 − 𝐿𝑒𝑣𝑒𝑙
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Figure 2: Computational Overhead at the Data Owner Side

Based on the experimental results shown here, it
is obvious that there is a trade-off between enforcing
finer granularity of access control and the computational
overhead for creating secret shares. QFilter provides
finer granularity to specify ABAC policies in the case of
attribute-level policy attachment, but it imposes more
computational overhead compared to the tuple-level pol-
icy attachment for creating secret shares at the data
owner side.

6.2.2. Computation at the Server Side

Figure 3 illustrates the computation time required to pro-
cess different aggregation SQL queries for both types of
policy attachments at the server side. As depicted in Fig-
ure 3, the computation time for processing SQL queries
including the aggregation function ”sum” is longer com-
pared to SQL queries including the aggregation function

”count”. This is due to the need for an additional mul-
tiplication operation for each tuple in the outsourced
relation. Furthermore, the computation time for process-
ing SQL queries including the aggregation function ”avg”
is approximately the same as the computation time for
processing the corresponding SQL query with the aggre-
gation function ”sum”. This is because the process of
computing the result of the aggregation function ”avg” at
the server side is accomplished by simultaneously com-
puting the results of the corresponding aggregation SQL
queries, including the aggregation functions ”sum” and
”count”. Since the ”sum” function hasmore overhead com-
pared to the ”count” function, the overall computation
times for processing the aggregation functions ”sum” and
”avg” remain similar. We also observed that as the num-
ber of query conditions increases, the computation time
also increases, primarily due to the increased number of
multiplications. Additionally, the computation time for
processing aggregation SQL queries with attribute-level
policy attachment is always longer than that with tuple-
level policy attachment. This difference can be attributed
to the longer data fetching and query processing time in
the case of attribute-level policy attachment.
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Figure 3: Computation Time for Processing Aggregation SQL
Queries

Based on the experimental results presented here, it is
apparent that the computational overhead for processing
an aggregation SQL query at the server side can vary
depending on several factors. These factors include the
type of query, the specific aggregation function used,
the number of query conditions, and the type of policy
attachment.

6.2.3. Computation at the Data User Side

Figure 4a illustrates the computation time for creating
secret shares of the values of query conditions for ag-
gregation SQL queries C-SI0, C-CE2, and C-CE4 at the
data user side, considering varying numbers of servers.
The computation time increases with a higher number
of servers and query conditions due to additional com-
putations required. However, the process can still be
completed quickly. Figure 4b displays the computation
time for the Lagrange interpolation operation on received



results from different servers to obtain the final answer
for aggregation SQL queries C-SI0, C-CE2, and C-CE4 for
both types of policy attachments. As shown in Figure 4b,
the computation time at the data user side is approxi-
mately the same for both types of policy attachments
and different types of aggregation SQL queries since the
total number of received results from different servers
remains constant. It is worth noting that similar results
were observed for other aggregation SQL queries.
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Figure 4: Computation Time at the Data User Side

Based on the experimental results presented here, it is
clear that the computation time for both creating secret
shares of the values of query conditions in an aggregation
SQL query and performing the Lagrange interpolation
operation on received results at the data user side is neg-
ligible. This indicates that data users can utilize devices
with limited resources to submit aggregation SQL queries
and obtain the query results using QFilter.

7. Related Works
In theory, it is possible to utilize Fully Homomorphic
Encryption (FHE) [20, 21, 22, 23, 24] to perform arbitrary
query processing operations on a relation, but it is ex-
tremely complex and cannot practically support various
types of queries [11, 10, 53]. By contrast, QFilter employs
Shamir’s secret sharing scheme which can efficiently pro-
cess aggregation SQL queries over secret-shared data.

Several proposals have been suggested to improve the
performance of FHE by utilizing specific hardware such
as GPUs [54, 55, 56, 57]. However, this technique can-
not be applied to low-cost hardware. In contrast, QFilter
can be run on any hardware. Another solution to over-
come the limitations of FHE is to employ Intel SGX as a
hardware-assisted Trusted Execution Environment (TEE),
which offers high computational efficiency, generality,
and flexibility [58, 59, 60, 61]. However, this solution
exposes access patterns due to side-channel attacks (such
as cache timing [62, 63, 64], branch shadowing [65], and
page fault attacks [66, 67]) on Intel SGX. In contrast, QFil-
ter can obliviously evaluate aggregation SQL queries over
secret-shared data without revealing access patterns and
query patterns.

Attribute Based Encryption (ABE) is a public key
cryptographic technique that achieves data confidential-
ity, data privacy, and access control in data outsourc-
ing [68, 69]. It is mainly classified into two types: Key-
Policy ABE (KP-ABE) and Ciphertext-Policy ABE (CP-
ABE). In KP-ABE solutions [31, 32, 33, 34], the cipher-
text is based on user attributes, and the user’s secret
keys are based on access policies, while in CP-ABE so-
lutions [35, 36, 37], the ciphertext is based on access
policies, and the user’s secret keys are based on user
attributes. However, these solutions may inadvertently
expose user attributes and access policies to the public
and are vulnerable to inference attacks [38, 39]. In con-
trast, QFilter can protect both the privacy of data users
and the privacy of access policies.

8. Conclusion and Future Works
In this paper, we proposed QFilter to integrate an
Attribute-Based Access Control (ABAC) model with ag-
gregation query processing. Our proposed ABAC model
was able to specify complex access control policies at
the tuple, attribute, or cell level of the outsourced rela-
tion. QFiler used an oblivious query rewriting technique
to add new query conditions for access authorization
checking during query processing at the server side. To
obliviously process aggression SQL queries (i.e., ”count”,
”sum”, and ”avg” having single-dimensional, conjunc-
tive (using ”AND”), and disjunctive (using ”OR”) equality
query conditions) over secret-shared data, QFilter used a
set of string matching-based operators to compute query
results without the need for communication between
servers. We showed that QFilter was able to protect the
privacy of outsourced data, its associated access con-
trol policies, query conditions, and query results from
the honest-but-curious adversaries. Experimental results
demonstrated that QFilter had lower overhead in the case
of tuple level policy attachment and could be used for
real-world applications.
In our future plans for extending QFilter, we aim to

explore various directions, which include the following:

1. Design algorithms to process aggregation func-
tions ”min” and ”max” in an aggregation SQL
query by combining an order-preserving secret
sharing (OP-SS) schemewith Shamir’s secret shar-
ing scheme. This combination will allow for the
secure distribution of data while preserving the
order of the secret-shared values.

2. Design an algorithm to process aggregation SQL
queries with ”group-by” and ”having” clauses in
an efficient and privacy-preserving manner with-
out knowing the unique values of the attribute
on which the group-by query is executed on.



3. Design an algorithm to create a set of bins over
the domain of the attribute values and organize
these bins into an index tree, which can be used
to process range queries over secret shared data.

4. Design algorithms to process complex aggrega-
tion SQL queries, including multiple aggregation
functions with inequality conditions in the query.

5. Conduct a comprehensive experiment to evaluate
the efficiency and scalability of QFilter compared
to existing approaches for privacy-preserving
query processing.
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