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Abstract

Inspired by the visualization of dental plaque at the dentist’s office, this article proposes a novel visualization of redundancies in relational data. Our approach is based on a well-principled information-theoretic framework that has seen limited practical application in systems and tools. In this framework, we quantify the information content (or entropy) of each cell in a relation instance, given a set of functional dependencies. The entropy value signifies the likelihood of recovering the cell value based on the dependencies and the remaining tuples. By highlighting cells with lower entropy, we effectively visualize redundancies in the data. We present an initial prototype implementation and demonstrate that a straightforward approach is insufficient to handle practical problem sizes. To address this limitation, we propose several optimizations, which we prove to be correct. Additionally, we present a Monte Carlo approximation with a known error, enabling computationally tractable analysis. By applying our visualization technique to real-world datasets, we showcase its potential. Our vision is to empower data analysts by directing their focus in data profiling toward pertinent redundancies, analogous to the diagnostic role of a plaque test at the dentist’s office.

1. Introduction

Database normalization is a well-studied field, with the theory of functional dependencies as a cornerstone, cf. [1]. There are several proposals to visualize functional dependencies, such as sunburst diagrams or graph-based visualizations [2]. Yet these approaches only visualize the dependencies, irrespective of the data instance.

We propose a novel visualization that reveals the redundancies captured by functional dependencies. We refer to our approach as “plaque test”: Like a plaque test at the dentist’s which colors dental plaque to reveal unwanted residue on patients’ teeth, our plaque test reveals redundancies in relational data. The plaque test may be applied in data profiling, when dependencies have been discovered, before carrying out data cleaning tasks, or when preparing towards schema normalization — in all these scenarios, domain experts will want to explore the redundancies resident in their data.

Formally, our approach leverages an existing information-theoretic framework by Arenas and Libkin [3]. To our knowledge, we are the first to implement and apply this framework to a practical problem.

Next, we illustrate our concept of plaque tests.

Example 1.1. Figure 1a shows an example from the German Wikipedia site on database normalization⁴. The relation manages a CD collection. Each CD has an identifier (ID), an AlbumTitle, and was released in a given year (RYear). The band who released the CD (Band) was also founded in a given year (BYear). Each CD has several tracks (Track) and each track has a title (TrackTitle).

We consider the following functional dependencies:

\[
\text{ID} \rightarrow \text{AlbumTitle}, \text{Band}, \text{BYear}, \text{RYear}
\]

\[
\text{ID}, \text{Track} \rightarrow \text{TrackTitle} \quad \text{and} \quad \text{Band} \rightarrow \text{BYear}
\]

Figure 1b shows the plaque test applied to the instance from Figure 1a, based on these dependencies: Each cell is assigned an entropy value. Our plaque test then visualizes these entropy values by coloring the cells: the more redundant the value, the smaller the entropy value and the deeper the blue.

Specifically, let us consider the dependency “ID → AlbumTitle”. In the given data instance, the title “Not That Kind” of the album with ID 1 is recorded redundantly. If the title were lost in the first tuple, it could still be recovered from the second or third tuple (and vice versa). This is captured by an entropy of 0.8 and blue color (denoting “plaque”). On the contrary, if the title “Freak of Nature” of the album with ID 3 were lost, it could not be recovered. Consequently, the cell has entropy 1 and remains white (“no plaque”).

Let us next consider the dependency “Band → BYear”, stating that the band determines the year of foundation. Since there are four tuples for the band Anastacia, the year of the foundation is more redundant than the year of the release of her album “Not That Kind” (recorded in three tuples). Accordingly, the entropy values differ and our plaque test colors the foundation years for Anastacia’s band in a deeper blue.

Finally, let us consider the dependency “ID → BYear”. Since we have three entries for the album with ID 1 (“Not

⁴Note that this is not a canonical cover of the dependencies.
We assume that the dependencies have been automatically discovered during data profiling. Thus, plaque is additive when an attribute occurs on the right-hand side of several functional dependencies. That kind), and only one entry each for the albums with ID 2 ("Wish You Were Here") and ID 3 ("Freak of Nature"), the band year is even more redundant for Anstacia’s album “Not That Kind” (entropy value 0.6) than for her album “Freak of Nature” (entropy value 0.7).

So far, we only considered genuine dependencies. Next, we assume that the dependencies have been automatically discovered during data profiling. Example 1.2. The Metanome tool [4] discovers 23 dependencies in this relation instance. This includes the cyclic dependencies "Band → BYear" and "BYear → Band". Figure 1c shows the result of our plaque test, given this new set of functional dependencies. Throughout, the coloring of the cells is darker. Moreover, more cells are colored. This reveals that the instance now contains additional redundancies.

Notably, the entropy value for the band name "Anastacia" is as low as 0.4, since it may be recovered from several dependencies, such as "ID → Band" and "BYear → Band". Thus, plaque is additive when an attribute occurs on the right-hand side of several functional dependencies.

As these examples illustrate, the plaque test visualizes redundancies in a well-structured fashion. It is highly sensitive to the set of functional dependencies and the values that appear in the data instance.

2. Preliminaries

When introducing functional dependencies in Section 2.1, we deviate from the common definition (cf. [1]) in that we take into account the order of tuples. This allows us to identify individual cells in a relation instance. The notion of entropy-related information content originates from the work by Arenas and Libkin [3] (Section 2.2). As a first contribution, we present simplifications to compute the corresponding entropy values (Section 2.3).
An instance $I$ of a relation $R$ is a partial map

$$I : \mathbb{N} \rightarrow \prod_{A \in \text{sort}(R)} \text{Dom}(A)$$

with finite domain of definition $\text{Def}(I) := \{ j \in \mathbb{N} | I(j) \text{ is defined} \}$.

The above definition of a relation instance allows for duplicate tuples and preserves the order of the tuples.

To simplify the exposition, in this work we assume that $\text{Dom}(A) = \mathbb{N}$ for all $A \in \text{sort}(R)$, i.e., each tuple consists of positive integers. Thus an instance $I$ of a relation $R$ of arity $m$ can be seen as just a partial map $I : \mathbb{N} \rightarrow \mathbb{N}^m$.

**Definition 2.2.** Let $R$ be a relation and $I$ an instance of $R$. For a subset $K := \{A_1, \ldots, A_s\} \subseteq \text{sort}(R)$ of attributes, we have the projection $\pi_K(I)$ of the tuples in $I$ to the attributes in $K$. Moreover, for a subset $J \subseteq \text{def}(I)$ we have the restricted map $I|_J : J \rightarrow \mathbb{N}^m$ defined for all indices $j \in J$.

Given an instance $I$ of a relation $R$ we denote by $t_j[A_s]$ the value of the attribute $A_s$ in the $j$-th tuple $t_j := I(j)$ of $I$.

Similarly, for a subset $K := \{A_1, \ldots, A_s\} \subseteq \text{sort}(R)$ of attributes we denote by $t_j[A_1, \ldots, A_s]$ the tuple of values $t_j[A_1], \ldots, t_j[A_s]$, that is, the $j$-th tuple $\pi_K(I(j))$ of the projection $\pi_K(I)$.

**Definition 2.3.** A functional dependency in a relation $R$ is a pair $f := (\{A_1, \ldots, A_s\}, B)$, where $A_1, \ldots, A_s, B \in \text{sort}(R)$ are attributes. We write a such a pair as $A_1 \ldots A_s \rightarrow B$.

An instance $I$ of a relation $R$ is said to fulfill the functional dependency $f$ (write $I \models f$) if for all $j_1, j_2 \in \text{def}(I)$ it holds

$$t_{j_1}[A_1 \ldots A_s] = t_{j_2}[A_1 \ldots A_s] \Rightarrow t_{j_1}[B] = t_{j_2}[B].$$

Moreover, the instance $I$ fulfills a set $F$ of functional dependencies (write $I \models F$) if $I \models f$ for all $f \in F$.

We also consider relation instances having unspecified values at some positions. Let $\text{var}$ be a (countably infinite) set of variables.

**Definition 2.4.** Let $I$ be an instance of a relation $R$ with attributes $\text{sort}(R) = \{A_1, \ldots, A_m\}$. A position in $I$ is a pair $(j, A_k)$ with $j \in \text{def}(I)$ and $k \in \{1, \ldots, m\}$; it represents the cell of the $k$-th attribute of the $j$-th tuple, with value $t_j[A_k]$. The instance obtained by putting the value $v$ at position $p = (j, A_k)$ is denoted by $I_{p = v}$.

Let $Q = \{q_1, \ldots, q_k\}$ be a set of positions, $X = (x_1, \ldots, x_k)$ distinct variables, and $V = (v_1, \ldots, v_k)$ values in $\mathbb{N}$. The instance obtained by replacing each position $q_i$ by the variable $x_i$, resp. by value $v_i$ for $1 \leq i \leq k$ is denoted by $I_{Q \leftarrow X}$ resp. $I_{Q \leftarrow V}$ (hence, the instance obtained by replacing the positions from $Q$ by variables, and then position $p$ by the value $v$, is $(I_{Q \leftarrow X})_{p = v}$).

An instance $I$ containing distinct variables at positions $Q = \{q_1, \ldots, q_k\}$ fulfills a set $F$ of functional dependencies (write $I \models F$) if there exists a set of values $V = (v_1, \ldots, v_k)$ such that $I_{Q \leftarrow V} \models F$. For one functional dependency $f \in F$ we write $I \models f$ if $I \models \{f\}$.

For $f := A_1 \ldots A_s \rightarrow B$ (and $I$ possibly containing variables) we immediately obtain that $I \models f$ holds if and only if for all $j_1, j_2 \in \text{def}(I)$ such that $t_{j_1}[B] \neq \text{var}$ and $t_{j_2}[B] \neq \text{var}$ there holds

$$t_{j_1}[A_1 \ldots A_s] = t_{j_2}[A_1 \ldots A_s] \Rightarrow t_{j_1}[B] = t_{j_2}[B].$$

So the above definition requires a single functional dependency to be fulfilled only for tuples without variables. Indeed, since all variables are distinct, it is always possible to set values in their positions so that the functional dependency is fulfilled.

For a set $F$ of functional dependencies, it can be shown that $I \models F$ if and only if $I \models f$ for all $f \in F^p$, where $F^p$ is the transitive closure of $F$. This equivalence ensures the same semantics as in the original work by Arenas and Libkin [3] and we assume that the transitive closure of functional dependencies is provided.

### 2.2. Entropy and Information Content

In the following, we deal with discrete probability spaces $X = (\mathcal{X}, P_X)$ on finite sets $\mathcal{X}$, where $P_X(x)$ for $x \in \mathcal{X}$ denotes the probability of the event $\{x\}$. The information-theoretic entropy of the probability space $X$ is given by

$$H(X) := - \sum_{x \in \mathcal{X}} P_X(x) \log P_X(x).$$

If $A = (A, P_A)$ and $B = (B, P_B)$ are probability spaces on finite sets $A$ and $B$ with joint distribution $P_{A \times B}$, then the conditional probability of $a \in A$ given $b \in B$ is defined by

$$P(a|b) := \frac{P_{A \times B}(a, b)}{P_B(b)}$$

provided that $P_B(b)$ is non-zero.

Conversely, the conditional probabilities $P(a|b)$ with the probabilities $P_B(b)$ determine the joint distribution $P_{A \times B}$ by the above formula.

**Definition 2.5.** Let $\mathcal{A} = (A, P_A)$, $\mathcal{B} = (B, P_B)$ be probability spaces. The conditional entropy of $\mathcal{A}$ given $\mathcal{B}$ is

$$H(\mathcal{A} | \mathcal{B}) := - \sum_{b \in \mathcal{B}} P_B(b) \sum_{a \in \mathcal{A}} P(a|b) \log P(a|b).$$

This value describes the remaining uncertainty in probability space $\mathcal{A}$ given the outcome in $\mathcal{B}$. If the probability distributions of $\mathcal{A}$ and $\mathcal{B}$ are independent, then $P(a|b) = P_A(a)$ for all $b \in \mathcal{B}$, and thus we obtain $H(\mathcal{A} | \mathcal{B}) = - \sum_{a \in \mathcal{A}} P_A(a) \log P_A(a) = H(\mathcal{A})$. 


Consider now a relation instance $I$ of arity $m$ and denote by $\text{Pos} := \text{Def}(I) \times \{A_1, \ldots, A_m\}$ its set of positions. Let $F$ be a set of functional dependencies fulfilled by $I$ and $p \in \text{Pos}$ a position. We define two probability spaces as follows.

First, let $\mathcal{B}(I, p) := (P(\text{Pos} \setminus \{p\}), P_\mathcal{B})$, where $P_\mathcal{B}$ is the uniform distribution on the set of all subsets of $\text{Pos} \setminus \{p\}$. This space models the possible cases when we lose a set of possible values from the instance $I$ on positions other than the considered one $p$.

Then, for $k \in \mathbb{N}$ we let $\mathcal{A}_k^p(I, p) := \{(\{1, \ldots, k\}, P_\mathcal{A})\}$, where the conditional probability of $v \in \{1, \ldots, k\}$ given $Q \subseteq \text{Pos} \setminus \{p\}$ is
\[
P(v|Q) := \begin{cases} 1/#V_Q & \text{if } v \in V_Q, \\ 0 & \text{otherwise,} \end{cases}
\]
with $V_Q := \{v \in \{1, \ldots, k\} \mid (I_{Q-X}p-v) \models F\}$. This probability space models the possible values in $\{1, \ldots, k\}$ to be put in at position $p$ for which we lost the value, when $Q$ is the set of positions of the other lost values in the instance.

**Definition 2.6.** Let $F$ be a set of functional dependencies for a relation $R$ and let $I$ be an instance of $R$ with $I \models F$. The **information content** of position $p$ with respect to $F$ in instance $I$ is given as
\[
\text{INF}_F(p \mid F) := \lim_{k \to \infty} \frac{\text{INF}_F(p \mid F)}{\log k},
\]
where $\text{INF}_F(p \mid F) := H(\mathcal{A}_k^p(I, p) \mid \mathcal{B}(I, p))$ is the conditional entropy of the probability space modeling the possible values for the considered position $p$ given the space modeling the possible sets of other lost values in the instance.

Unfortunately, when using the above formula for the conditional entropy $\text{INF}_F(p \mid F)$ directly, the computation grows exponentially with the number of cells in the given instance. Indeed, for each cell except the one at position $p$ the value can be deleted or not, so every subset of $\text{Pos} \setminus \{p\}$ is an elementary event in the probability space $\mathcal{B}(I, p)$. Therefore, each additional cell in the instance $I$ doubles the number of events to be taken into account for the computation of the information content.

### 2.3. Simplifications

We now provide more compact and simplified (but still exponentially complex) formulas for the information content. The first result easily follows from the definition of conditional entropy.

**Proposition 2.7.** Let $F$ be a set of functional dependencies and $I$ an instance with $I \models F$. Then the information content of a position $p$ in $I$ with respect to $F$ is given by
\[
\text{INF}_F(p \mid F) = \frac{1}{2^{|\text{Pos} \setminus \{p\}|}} \sum_{Q \subseteq \text{Pos} \setminus \{p\}} \lim_{k \to \infty} \frac{\log #V_Q}{\log k},
\]
where $V_Q := \{v \in \{1, \ldots, k\} \mid (I_{Q-X}p-v) \models F\}$. The values $\text{INF}_F(p \mid F, Q) := \lim_{k \to \infty} \frac{\log #V_Q}{\log k}$ can be seen as the information content of $p$ in $I$ with respect to $F$ given a fixed subset $Q \subseteq \text{Pos} \setminus \{p\}$ to be substituted by variables. The next result shows that for these, there are only two possible outcomes.

**Lemma 2.8.** Let $F$, $I$ and $p$ be as above. For any $Q \subseteq \text{Pos} \setminus \{p\}$ we have $\text{INF}_F(p \mid F, Q) \in \{0, 1\}$.

**Proof.** Consider any “fresh” value $a \in \mathbb{N}$, which does not appear in the column of position $p$ in the relation instance $I$. It is easy to see that, whether the instance $(I_{Q-X}p-a)$ fulfills $F$ or not, does not depend on the choice of those values $a$. Therefore, as $k \to \infty$ we either have $\log #V_Q/\log k \to 1$ or $\log #V_Q/\log k \to 0$. \qed

From this lemma and its proof, we deduce the following simplification for computing information content.

**Proposition 2.9.** Let $F$ be a set of functional dependencies and $I$ an instance with $I \models F$. Let $p$ be a position in $I$ with attribute $A$, and let $a \in \mathbb{N}$ be any value that does not appear in the column of attribute $A$. This yields:
\[
\text{INF}_F(p \mid F) = \frac{\#\{Q \subseteq \text{Pos} \setminus \{p\} \mid (I_{Q-X}p-a) \models F\}}{2^{|\text{Pos} \setminus \{p\}|}}.
\]

Although we have simplified the computation of the information content somewhat, one still needs to consider all subsets of $\text{Pos} \setminus \{p\}$, leading to exponential complexity. Therefore, we present in the following several optimizations for this computation.

### 3. Optimizations

In this section, we provide optimizations to speed up the computation of information content. In Section 3.1 we deal with exact methods and prove their correctness, while in Section 3.2 we present an approximation.

#### 3.1. Reducing the Problem Size

We give two shortcuts for computing the information content in a relation instance. The first identifies the positions where there cannot be any redundancy, so that the information content equals 1.

**Definition 3.1.** Let $p = (j, B) \in \text{Pos}$ be a position with attribute $B$ in an instance $I$ and let $f$ be a functional dependency $A_1 \ldots A_s \rightarrow B$ with $I \models f$. We say that the value at $p$ is unique with respect to $f$ if for every $j' \in \text{Def}(I)$ there holds
\[
t_j[A_1 \ldots A_s] = t_{j'}[A_1 \ldots A_s] \Rightarrow j = j'
\]
(so if $j \neq j'$, then $t_j[A_1 \ldots A_s] \neq t_{j'}[A_1 \ldots A_s]$).

For a set $F$ of functional dependencies with $I \models F$, the value at $p$ is unique with respect to $F$ if it is unique with respect to all $f \in F$ of the form $A_1 \ldots A_s \rightarrow B$. 

Note that in particular, a value at position \( p \) with attribute \( B \) is unique with respect to \( F \) in case the attribute \( B \) does not appear on the right-hand side of any functional dependency in \( F \).

**Proposition 3.2.** Let \( p \in \text{Pos} \) be a position in an instance \( I \), where \( I \models F \) for a set of functional dependencies \( F \). Then \( \text{INF}_I(p | F) = 1 \) if and only if the value at \( p \) is unique with respect to \( F \).

**Proof (of the "if" direction).** Let \( B \) be the attribute of position \( p \) and let \( a \) be a "fresh" value not appearing in the column of attribute \( B \) in the instance \( I \). By Prop. 2.9 it suffices to show that for every subset \( Q \subseteq \text{Pos} \setminus \{p\} \) it holds that \((I_{Q-x})_{p \rightarrow a} \models F\). So let \( f \in F \) be a functional dependency \( A_1 \ldots A_s \rightarrow B' \). From \( I \models f \) we know that \((I_{Q-x}) \models f\). Then we have to show that 

\[
(I_{Q-x})_{p \rightarrow a} \models f,
\]

i.e., if \( t_j[A_1 \ldots A_s] = t_j[A_1 \ldots A_s] \) for some \( j, j_2 \in \text{Def}(I) \) it still holds that \( t_j[B'] = t_j[B'] \), even after inserting value \( a \) at position \( p \).

Suppose first that \( B \neq B' \). If \( B \notin \{A_1, \ldots, A_s\} \) (and \( B \neq B' \)) the assertion above is clear for any value \( a \), since the statement is not affected. On the other hand, if \( B = A_i \) for some \( 1 \leq i \leq s \), then by inserting the fresh value \( a \) the hypothesis becomes false, so the statement remains valid.

Now consider the case \( B = B' \) and let \( p = (j, A_k) \). We may assume that one of \( j_1, j_2 \) equals \( j \) and write \( j' \) for the other index. Then if \( t_j[A_1 \ldots A_s] = t_{j'}[A_1 \ldots A_s] \), then by the uniqueness property we infer that \( j = j' \). So the above statement still holds after inserting the value \( a \), since the tuple indices coincide. \( \Box \)

In the second optimization, we reduce the considered instance to the relevant tuples and attributes. This may reduce the number of cells, and thus decrease the runtime exponentially. After performing this step, we can apply the first shortcut in the smaller table and use the outcome for the original instance.

Let \( I \) be a relation instance of arity \( m \) and let \( J \subseteq \text{Def}(I) \), \( K \subseteq \{A_1, \ldots, A_m\} \) where the \( A_k \) are the attributes of the relation. The subinstance \( I(J, K) \) consists of all tuples of the projection \( \pi_K(I) \) with index \( j \in J \). We also let \( \text{Pos}(J, K) := J \times K \subseteq \text{Pos} \) be the corresponding set of positions.

**Proposition 3.3.** Let \( F \) be a set of functional dependencies and \( I \) an instance with \( I \models F \). Denote by \( \mathcal{J}_0 \) the set of all indices \( j_0 \in \text{Def}(I) \) such that for some position \( p = (j_0, A_k) \in \text{Pos} \) the value at \( p \) is not unique with respect to \( F \). Denote by \( K_0 \) the union of all attributes \( \{A_1, \ldots, A_s\} \) involved in any functional dependency \( A_1 \ldots A_s \rightarrow B \) in \( F \). Then for every \( j \geq j_0 \) and \( K \supseteq K_0 \) there holds

\[
\forall p \in \text{Pos}(J, K): \text{INF}_I(p | F) = \text{INF}_{I(J, K)}(p | F).
\]

**Example 3.4.** Consider the instance

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>2</td>
<td>8</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>8</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

and the set of functional dependencies \( F := \{A \rightarrow C\} \).

Since the attributes A, B or D do not appear on the right-hand side of the functional dependency, Prop. 3.2 implies that \( \text{INF}_I(p | F) = 1 \) for all \( p = (j, A_k) \) with \( A_k \neq C \). Additionally, by Prop. 3.2 we obtain that \( \text{INF}_I((2, C) | F) = 1 \), since the value at position \( p = (2, C) \) is unique with respect to \( F \).

We can reduce the table using Prop. 3.3 by removing the second tuple and the attributes B and D. The resulting subtable is

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

for which the number of subsets in \( \text{Pos}(J, K) \setminus \{p\} \) is reduced from \( 2^{15} \) to \( 2^{3} \), i.e., by a factor over 4'000.

Consider position \( p = (1, C) \) and the subsets \( Q \subseteq \text{Pos}(J, K) \setminus \{p\} \). For \( Q = \emptyset \), i.e., the values in all positions different from \( (1, C) \) are present, the instance \((I_{Q-x})_{p \rightarrow v} = I_{p \rightarrow v}\) fulfills the functional dependency \( A \rightarrow C \) only if \( v = 8 \). For all other subsets \( Q \), i.e., at least one more value is lost, we obtain \((I_{Q-x})_{p \rightarrow v} \models F\) for all values \( v \). Therefore, \( \text{INF}_I(p | F) = \frac{7}{8} = 0.875 \). The computation of \( \text{INF}((J, C) | F) \) is similar, and we get

\[
(\text{INF}_I((j, A_k) | F)) = \begin{bmatrix} 1 & 1 & 0.875 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 0.875 & 1 \end{bmatrix}.
\]

**3.2. Monte Carlo Approximation**

Next, we present an approximation of the information content. This approach is complementary to the previous optimizations for computing exact values, e.g., by identifying cells with full information content first, then...
Proof. We have
\[
\Pr \left( \sum_{i=1}^{n} (X_i - \mathbb{E}[X_i]) \geq c \right) \leq \exp \left( \frac{-2c^2}{\sum_{i=1}^{n} (b_i - a_i)^2} \right).
\]

To approximate the information content, we consider the probability space \(B(I, \rho) := (\mathcal{P}(\text{Pos} \setminus \{p\}), P_B)\) from Section 2 with uniform distribution \(P_B\). Define random variables
\[
X_i : \mathcal{P}(\text{Pos} \setminus \{p\}) \to [0, 1], \quad Q \mapsto \lim_{k \to \infty} \frac{\log \# V_Q}{\log k},
\]
with \(V_Q := \{ v \in \{1, \ldots, k\} \mid (I_{Q-v})_{p_{v-1}} \models F \}\). Then by Prop. 2.9 there holds \(E[X_i] = \inf F(p \mid F)\).

This motivates the next theorem on the randomized approach to compute the information content with accuracy \(\varepsilon\) and confidence \(1 - \delta\).

Theorem 3.6. Let \(p \in \text{Pos}\) be a position in a relation instance \(I\), where \(I \models F\) for a set \(F\) of functional dependencies. Let \(X_1, \ldots, X_n\) be independent identically distributed random variables as above and \(X := \frac{1}{n} \sum_{i=1}^{n} X_i\), their average. Then for all \(\varepsilon, \delta > 0\) it holds
\[
\Pr \left( |X - \inf F(p \mid F)| \geq \varepsilon \right) \leq \delta
\]
provided that \(n \geq 2 \ln(2/\delta)/\varepsilon^2\).

Proof. We have \(-1 \leq X_i - \mathbb{E}[X_i] \leq 1\), so by applying Hoeffding’s inequality with \(\sum_{i=1}^{n} (b_i - a_i)^2 = 4n\) we find for \(\Pr(\sum_{i=1}^{n} (X_i - \mathbb{E}[X_i]) \geq n\varepsilon)\) the upper bound \(\exp(-n\varepsilon^2/2)\), so that \(\Pr(|X - \mathbb{E}[X_i]| \geq \varepsilon) \leq 2\exp(-n\varepsilon^2/2) \leq \delta\).

Example 3.7. Assume that for the approximation of information content for an instance \(I\) at position \(p\) with respect to \(F\), we allow an error of at most 0.001 with probability 99.9%. This can be achieved by sampling \(Q \in \text{Pos} \setminus \{p\}\) and computing \(X(p|Q)\) at least \(2 \ln(2/10^{-3})/(10^{-3})^2 \geq 1.52 \times 10^7\) times.

If a less exact approximation is sufficient, say with an error of at most 0.01 with the same probability as before, then the required number of runs is lowered by a factor 100, thus only \(1.52 \times 10^5\) samples are necessary. Figure 2 shows a plot of the iterations required for reaching a certain accuracy \(\varepsilon\) and a certain confidence \((1 - \delta)\).

4. Experiments

Our experiments target the following research questions:

RQ1 Is the plaque test useful for real-world datasets?

RQ2 Can we afford to compute exact entropy values or do we need the Monte Carlo approximation?

RQ3 How does the runtime of the Monte Carlo approximation scale with the number of iterations?

In the following, we report on our insights with a first prototype and three real-world datasets.

Implementation Our prototype implements our algorithms as a single-threaded Java implementation. As a dispatcher, we use a Python script that also measures the end-to-end runtimes.

Datasets We explore three real-world datasets. All functional dependencies are left-reduced with a single attribute on the right and were discovered by Metanome [4].

Our first dataset describes natural satellites and originates from the WDC Web Table Corpus\(^1\). Metanome finds 35 functional dependencies, we analyze the first 150 rows. We study two additional datasets:\(^2\): The adult dataset (where we analyze the first 150 rows) with 78 functional dependencies captures census data. The echocardiogram dataset (all 152 rows) with 538 functional dependencies describes heart attack patients.

Environment Our server has an Intel Xeon Gold 6242R (3.1 GHz) CPU and 192GB of RAM, and runs Ubuntu 22.04 with Java 18.

Results We now address the research questions in turn.

RQ1 We computed the plaque tests for the three datasets and show the results in Figure 3. Entropies are computed with Monte Carlo simulation set to 100,000 iterations, an accuracy of approx. 0.01, and a confidence of 99%.

Cells with an entropy value of 1 are shown in white, and cells with values below 1 are colored in blue, where darker shades indicate lower entropy values. Color scales are calibrated individually, so colors cannot be compared between datasets. We discuss each dataset.

Satellites. Figure 3a shows the plaque test applied to the satellite dataset. Plaque is locally concentrated, as only the column “Planet” and very few cells in column “Notes” contain entropy values below 1.

We zoom in on a subset of the rows, omitting cells with an entropy value of 1 and showing the values for columns “MeanRadius”, “DiscoveredBy”, and “Planet”.

For tuples with a mean radius of 3.0, the entropy of the attribute planet is the lowest. A mean radius of 3.0 occurs only for Saturn satellites. Closer inspection reveals that “MeanRadius” is on the left-hand side of several functional dependencies (as discovered by Metanome), including “MeanRadius, DiscoveredBy → Planet”.

\(^1\)http://webdatacommons.org/webtables/index.html#results-2015
\(^2\)Retrieved from https://hpi.de/naumann/projects/repeatability/data-profiling/fds.html, on June 02, 2023
By inspecting the causes for low entropy values in this fashion, data analysts can gain insight into why automated tools discover certain dependencies. They can then decide whether the dependency is genuine or merely an artifact of the data.

**Adult.** Figure 3b shows the plaque test applied to the census data. Only two columns, "education" and "education-num" have entropy values below 1. Moreover, in each row, both columns have the same entropy value. Closer inspection reveals that there are functional dependencies "education-num \rightarrow education" as well as "education \rightarrow education-num". This causes the respective entropy values to agree.

In consequence, a data analyst might decide to decompose this relation into the second normal form, by storing the mapping between "education" and "education-num" in a separate relation.

In fact, normalization theory was a main motivator behind the original work by Arenas and Libkin.

**Echocardiogram.** Figure 3c shows the plaque test applied to the patient data. Among the three datasets, this dataset has the highest number of columns with entropy values below 1: This affects 11 out of 13 columns, but mostly only sparsely.

One column stands out, where all entropy values are zero. Inspection reveals that this is the column that originally contained the patient’s name, which was changed to a single global string constant as a means of anonymization. Consequently, for every attribute, there is an obvious functional dependency, with this attribute on the right-hand side. Our plaque test correctly reveals that this column literally has no informational value.

**Results.** We applied our visual plaque tests to standard datasets used in dependency discovery research. The plaque tests appear to be helpful in data exploration: When "plaque" is detected, we can always find an intuitive explanation for its causes.

In the examples discussed, it highlighted a particularly prominent functional dependency, it revealed a good opportunity for schema normalization, and it exposed data with no informational value.

Moreover, the plaque test is very selective: The test is strongly positive for only a few attributes. This effect is also observable for two further datasets that we analyzed in the long version of this article.

This sparsity of cells that test strongly positive for plaque is particularly notable in the case of the echocardiogram dataset, despite the over 500 automatically discovered dependencies. Compared to this high number of dependencies, the result of the plaque test is easily consumable, and data analysts are visually directed towards the most pertinent redundancies.

**RQ2** Table 1 shows the runtime in seconds for computing the entropy values on subsets of the satellite data. We compute exact entropies and do not yet apply the Monte Carlo approximation. We compare the algorithm with the optimizations from Section 3 disabled/enabled.

The unoptimized algorithm can process only three rows in 24 hours. Using the optimizations, up to five rows could be computed in 24 hours.

**Results.** Although the optimizations are effective, such runtimes are still too slow for practical purposes.

**RQ3** We next explore the Monte Carlo approximation, in combination with our optimizations from Section 3.

Figure 4 shows the runtimes in seconds for different subsets of the satellite data and different numbers of Monte Carlo iterations.

For reasonably large subsets, runtime scales linearly with the number of iterations, while input size influences runtime more heavily. Calculating the entropies for 150
Results. The approximation greatly improves the runtime behavior. Since we use the entropy values as a basis for visualization, small deviations in accuracy lead to equally small deviations in the color scale. The differences will most likely not be discernible to the human eye. However, scalability to larger inputs remains a challenge and will require further improvements.

5. Related Work

Dependency discovery is an established and active field, and we refer to [6] for an overview. Visualizing dependencies is not as well studied, and existing approaches such as sunburst diagrams or graph-based visualizations [2] do not take the data instance into account. On the contrary, our plaque test does not visualize the dependencies per se, but the redundancies captured by them in the data.

In our visualization, we impose heat maps over relational data. Heat maps have also been explored elsewhere, such as to visualize the frequency of updates [7].

We build on an information-theoretic framework developed by Arenas and Libkin [3], which aligns with classic normalization theory. Notably, we are not aware of any earlier implementations of this framework.

In an orthogonal effort, Lee [8] proposed entropies at the instance level which are not tied to a set of functional dependencies. Therefore, this approach does not lend itself to the plaque test proposed here.

6. Outlook

We propose a plaque test to visualize redundancies in relational data, based on functional dependencies. As our discussion of real-world examples shows, the presence of plaque reveals interesting redundancies in the data.

As we have seen, the plaque may single out prominent dependencies, reveal the need for schema normalization, or expose data as meaningless.

In our experiments, we work with data sets of only a modest size. Scaling to larger datasets is a challenge for future work, and we see optimization opportunities via parallelization or linear programming.

Once we are able to scale to larger datasets, we will need to address the consumability of our visualization. For example, we may allow users to interactively cluster cells with plaque for easy browsing and inspection.

We may also examine the effect of individual dependencies by excluding them from the visualization in an exploratory manner. This raises the question of whether the entropies can be computed incrementally.

We also plan to investigate the visualization of other kinds of dependencies, such as join dependencies, since they are also covered by the underlying information-theoretic framework.
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