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Abstract
In recent years, deep learning on tabular data, also known as tabular representation learning, has gained growing interest.
However, representation learning for relational databases with multiple tables is still an under-explored area, which might
be due to the lack of openly available resources. Therefore, we introduce WikiDBs, a novel open-source corpus of 10,000
relational databases. Each database consists of multiple tables that are connected by foreign keys. The dataset is based on
Wikidata and aims to follow the characteristics of real-world databases. In this paper, we describe the dataset and the method
for creating it. We also conduct preliminary experiments on the tasks of imputing missing values and predicting column and
table names in the databases.

1. Introduction
The Importance of Representation Learning. While
text and images often dominate the field of representation
learning, considerable progress has recently also been
made on other modalities such as tabular data [1, 2]. This
is important since a non-negligible amount of data is ex-
pressed in tabular form, in particular enterprise data [3].
For individual tables, several approaches have been devel-
oped to solve downstream tasks such as entity matching
or missing value imputation. Several large-scale datasets,
such as GitTables [4] and WikiTables [5], provide the
necessary training data, as data availability is essential
for the development of proficient deep learning models.

Missing Large Corpora for Relational Databases.
For relational databases with multiple tables that are
linked with foreign keys, however, there is a lack of both
large openly available training data and deep neural net-
work architectures that can incorporate the context of
multiple related tables. However, collecting large corpora
of relational data is non trivial. Due to the sensitivity of
data stored in relational databases, real-world enterprise
databases are typically kept private and are not accessible
to the representation learning community, resulting in a
lack of openly available databases.
The need for Real-World Data. As a consequence,

in the field of database research, it is common to use syn-
thetic databases such as the datasets in the TPC bench-
marks [6, 7]. This may be sufficient for testing database-
internals, but for representation learning on relational
databases, which requires a large number of different
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databases, the existing benchmarks are too few and not
diverse enough in terms of the domains they cover. In
addition, automatic data generation is not a valid option,
as current methods are only able to generate numerical
and categorical data, but not meaningful text and con-
text as contained in real-world databases. According to
[8], a significant part of the data in databases is saved
as text, so in order to have realistic training data, it is
important to use databases that contain not only numeric
and categorical, but also textual data.
Towards a new Corpus of Relational Databases.

We aim to support research on representation learning for
relational data by creating a new, large-scale resource for
tabular representation learning on relational databases.
Hereby, our goal is to have realistic data, that is not syn-
thetically generated. While a few real-world relational
databases exist that are openly available such as the Inter-
net Movie Database (IMDb) or the MIMIC database [9], no
large corpus containing many relational databases exists.
Therefore, we present an approach that uses the Wiki-
data knowledge base [10] as the basis for deriving a large
corpus of relational databases. Along with this paper, we
are releasing a new, open-access dataset called WikiDBs
— a corpus of 10,000 relational databases extracted from
Wikidata covering a wide spectrum of diverse domains.

Initial Results using the Corpus. In this paper, we
compare the characteristics of our corpus to statistics
available for real-world relational databases to justify
the design of our corpus. Furthermore, to showcase that
the corpus can be used to learn representations that are
informed by multiple tables in a relational database, we
follow an approach presented in [11]. In this work, we
introduced the vision of new models for representation
learning on relational databases. Here, we demonstrate
first experiments of such a model which is trained on our
new WikiDBs dataset.
Contributions of this Work. To summarize, this

paper makes the following contributions: (1) We intro-
duce a novel method of extracting multi-table relational
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title author publication date ...

1984   George Orwell 1949 ...

Mrs Dalloway Virginia Woolf 1925 ...

Things fall apart Chinua Achebe 1958 ...

Emma Jane Austen 1815 ...

... ... ... ...

Foreign Key
 Relationship Schema as json file:10,000×

Database Schema
& Table Contents

name country ...

Ogidi Nigeria ...

London United Kingdom ...

Motihari India ...

... ... ...

book

author

city

name date of birth place of birth ...

George Orwell 1903-06-25 Motihari ...

Virginia Woolf 1882-01-25 London ...

Chinua Achebe 1939-11-16 Ogidi ...

Jane Austen 1775-12-16 Steventon ...

... ... ... ...

Figure 1: We release WikiDBs, a dataset of 10,000 databases based on data from Wikidata. The figure shows one of the
database schemas with examples of the tables’ content (left) and how the schema is stored as a JSON file analogous to the
GitSchemas dataset [12] (right).

databases from Wikidata. (2) We release a first large scale
corpus of relational data1 and derive important statis-
tics which we compare to available characteristics of
real-world relational databases. (3) We show first exper-
imental results on our dataset for the tasks of missing
value imputation, table and column name prediction.

2. The WikiDBs Dataset

2.1. Design Principles
For our WikiDBs dataset, we want the characteristics
to reflect the properties of real-world databases. As en-
terprises do not share the statistics of their databases,
we have to rely on the characteristics of available public
resources and model our dataset in a similar way. In Ta-
ble 1, we have collected characteristics of existing public
resources, such as the number of tables in a database, and
the average number of columns and rows per table.

For deriving statistics, we found only two existing col-
lections of relational databases, the Relational Learning
Repository from CTU Prague [13] (which also includes
TPC-H and IMDb) and the SQLShare [14] repository.
However, all these repositories include only a small num-
ber of relational databases. Therefore, we also include the
statistics of the significantly larger datasets GitSchemas
[12] — which only contains schema information — and
GitTables [4] — a corpus of individual tables. For the dis-
tribution of how many tables we include per database, we
follow the distribution of the GitSchemas dataset, which
is based on a large number of database schemas found in
public git repositories. We include on average a higher
number of columns per table as e.g. the CTU Parague
dataset or GitSchemas, because real-world enterprise

1https://wikidbs.github.io

data also often includes a large number of columns, e.g.
18.7 on average as reported in the SQLShare corpus [14].

For our corpus, we store the schema information which
includes the table structure and the foreign keys. For the
schema information, we use the same format that is used
by the GitSchemas dataset (shown in Figure 1, right).
Furthermore, the individual table data is made available
in the CSV-format.

2.2. Analysis and Statistics
Next, we analyze the resulting statistics of the derived cor-
pus which is published with this paper. Overall, as men-
tioned before, our dataset consists of 10,000 databases
that each have between two and nine tables which are
connected via foreign keys. The statistics of WikiDBs are
compared to those of existing open resources in Table 1.
In total, our dataset contains 42,472 tables, the median
number of tables per database is 4. On average, each table
has 17.9 columns and 46.3 rows. The distribution of the
number of tables per database is visualized in Figure 2.

2.3. Methodology of Construction
In this section we describe the procedure how we derive
relational databases based on Wikidata.

WikidataDataformat. The data in Wikidata is stored
in a document-oriented database, where documents rep-
resent items that are instances of different concepts, such
as artists or paintings. In this way, concepts closely re-
semble the notion of tables.

Every item in Wikidata is associated with a unique
identifier, the so-called QID. The item representing the
book 1984 by George Orwell for example has the id
Q208460. Properties of items are stored in form of key-
value pairs, where property names are saved with their

https://wikidbs.github.io


Table 1
Characteristics of existing resources compared to our new dataset. We report the median number of tables per database, as
well as the average number of columns and rows. GitSchemas [12] does not contain the content (=rows) of the databases and
GitTables [4] consists of single tables, not databases.

includes
schema

includes
table content #DBs #Tables #Tables per DB #Colums #Rows

Median Avg. Avg.

CTU Prague [13] ✓ ✓ 83 813 5 6.0 4.8k
SQLShare [14] ✓ ✓ 64 3.9k 4 18.7 11k
GitSchemas [12] ✓ ✗ 156k 1.2M 4 5.7 -
GitTables [4] ✗ ✓ - 1M 1 12.0 142
WikiDBs (ours) ✓ ✓ 10k 42.5k 4 17.9 46

corresponding value. Most important are properties (e.g.
the publication date (P577)) that resemble attributes of a
table row. Moreover, properties also include other infor-
mation such as the related concept of an item; e.g. the
book 1984 has the property instance of (P31) literary work
(Q7725634).

Creation of a Table. The creation of a relational table
from Wikidata is thus made possible by the instance of (or
also the part of or subclass of ) relations in Wikidata. The
information that the book 1984 is an instance of literary
work allows us to search Wikidata for all other items that
are also tagged with the information that they are an
instance of literary work.

A challenge in Wikidata is that every item (e.g., each
book) might use a different set of properties. For example,
for some books the year the book was published is avail-
able, while for others it is not. For constructing tables,
we use the union of all properties. If a value is missing,
we store a NULL-value in the table row. To avoid con-
structing tables with highly sparse columns, we prune
columns of a table where the fraction of NULL-values is
beyond a configurable threshold2.

Creation of a Database. For each created table, some
columns contain references to concepts that are also
saved as items in Wikidata. We use those columns that
contain Wikidata items to build further tables for the
database. For constructing relational databases, we ran-
domly select a concept in Wikidata as a starting point
and then traverse relationships to other tables randomly.
For example, the table of literary work contains a column
author which is a reference to another item, which allows
us to build an additional table of authors (linked via a
foreign key to the table literary work) where each row
contains information on an author and columns contain
e.g. their date and place of birth or nationality (Figure 1).
Implementation Details. For constructing our cor-

pus, we use the Wikidata JSON dump [15] as a starting
point for creating the dataset. To enable efficient query-
2For the corpus released with this paper, we prune columns with
more than 20% NULL-values.
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Figure 2: Distribution of the number of tables over the dataset.
The distribution is modeled analogous to the GitSchemas [12]
dataset, e.g. 26% of the databases contain 2 tables.

ing of data in the dump, we additionally build up a lookup
structure which maps concepts (i.e., tables) to potential
items (i.e., rows). The values of each item correspond to
the rows of the tables, the properties of the values form
the column headers. The lookup structure allows us to
quickly navigate the content in the dump and extract
data for individual tables

2.4. Discussion
We clearly see this work and the corpus released with
this paper only as a starting point to foster further re-
search. While this is the very first large scale corpus of
relational databases, we believe that more work is nec-
essary to extend the corpus. First, at the moment we
provide tables of sizes which closely resemble the sizes
of tables found in repositories such as on GitHub. How-
ever, real-world enterprise databases often contain also a
few very large tables (e.g., the orders table of an online
shop). For Wikidata, we found approximately 20 con-
cepts such as scholarly article, galaxy or protein that have
more than 400k items, enabling the creation of very large
tables and databases. Furthermore, with our repository
we focus on English-language content in the first version
but our method allows to easily create databases in other
languages included in Wikidata.



Table 2
Results of our initial experiments on three different tasks on our new WikiDBs dataset. The RPT Baseline is our re-
implemenatation of RPT [16], since the code of RPT was not available.

Approach Data Accuracy for mask reconstruction [%]

Task 1: Task 2: Task 3:
Missing Values Column Name Detection Table Name Detection

BARTtable (RPT Baseline) single tables 24.14 48.98 48.80
BARTtable + GNN (ours) databases 30.22 69.37 50.08

Finally, we hope that the corpus fosters more research
on models for table representation that can take data from
multiple connected tables into account. In the following,
we show the results of an early version of such a model
that is enabled by the WikiDBs corpus.

3. Experiments
In this section, we conduct initial experiments on our new
WikiDBs dataset. We present results for three different
tasks, namely predicting missing values, column names
and table names. We model all these tasks as generative
tasks rather than classification tasks in order to be able to
work with unseen data. We apply the architecture intro-
duced in [11] that is a combination of language models
(LMs) and graph neural networks (GNNs). Similar to [11],
we compare our model to RPT [16] as a baseline.

Pre-Training Procedure. Following [11], we train
the language model BART [17] and the GNN separately.
We split the 10,000 databases from our dataset into
80/10/10 percent for training, validation and testing. First,
we fine-tune a pre-trained BART model from the Hug-
gingface library [18] on single tables from our dataset for
250 epochs with an initial learning rate of 10𝑒− 4 and a
cosine annealing schedule to reconstruct masked table
names, column names and cell values. Next, for training
the GNN on the databases, we use the fine-tuned BART
encoder to compute node embeddings for a database and
the BART decoder to convert the representation of a
masked node in the GNN back into natural language text.
In our experiments, we limit a database to using a ta-
ble and its direct neighbors. We train the GNN for 500
epochs. The checkpoint with the best accuracy on the
validation set is used for evaluation and we report the
results as an average of three runs.

Initial Results. The results of our initial experiments
on the WikiDBs corpus are shown in Table 2. Compared
to the RPT [16] baseline that is only able to work on
single tables, our model achieves a higher performance
for all three tasks. Incorporating the context of multiple
tables of the databases increases the F1 score especially
for the task of column name detection, from 48.98% for
the BART model to 69.37% for our model.

4. Related Work
In the following, we summarize related work grouped by
different directions.

Single-Table Repositories. So far, tabular representa-
tion learning mostly focuses on learning representations
of single tables. Commonly used corpora are for example
GitTables [4], WikiTables [5], the Dresden Web Table
Corpus (DWTC) [19] or the WDC corpora [20].
Multi-Table Repositories. In order to support ma-

chine learning on multi-table relational data, [13] pub-
lished the CTU Prague Relational Learning Repository
in 2015. Currently, there are 83 databases included.
The SQLShare corpus [14] is a query workload dataset
which includes 64 databases collected from real-world
users (mainly researchers and scientists) from the webser-
vice SQLShare. Both repositories are thus much smaller
than corpora with data for single tables that are com-
monly used for table representation learning. Finally,
the GitSchemas [12] repository contains 50k database
schemas based on SQL files from public GitHub repos-
itories. The information thus provides highly relevant
insight into real-world databases. However, the reposi-
tory lacks the content of the databases.
Datasets based on Wikidata. For the SemTab chal-

lenge [21], where tabular data is matched to knowledge
graphs, tables were built using data from Wikidata. Fur-
thermore, Wikidata has been used to build datasets for
named entity classification [22] and named entity dis-
ambiguation [23], as well as complex sequential ques-
tion answering [24]. Moreover, [25] verbalize knowledge
graph triples from Wikidata, and [26] create alignments
between Wikidata triples and Wikipedia abstracts.

5. Conclusion & Future Work
To support representation learning on databases we in-
troduced our new dataset WikiDBs that is based on data
from Wikidata and released a first corpus with 10,000
databases. In future, we plan to extend the dataset and
look into opportunities to leverage the corpus for new
model architectures or for fine-tuning large language
models such as GPT-based [27] models on table data.
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