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Abstract 
Age and gender information are essential for many real-world applications, such as social
intelligence, biometric identity verification, video surveillance, human-computer interaction,
digital  consumer,  crowd behavior  analysis,  online  marketing,  item recommendation,  and
many more. This study intends to employ deep learning technology in the prediction process,
effective accuracy, and predictive mining and assess it in order to obtain the best outcomes of
prediction and get around the issues of time, accuracy, and processing load. In this multi-task
learning  problem,  age  and  gender  are  predicted  concurrently  with  the  help  of  a  single
Convolutional  neural  network  with  two  heads  (output  branches).  The  model  has  95%
accuracy for gender classifier and 92% accuracy for age classifier. The pro-posed model uses
the computing resources (RAM, CPU, and GPU) in a much more optimized manner and the
computing cost is also lower.
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1. Introduction

For many real-world applications,  including social  intelligence,  biometric  identity  verification,
video  surveillance,  human-computer  interface,  digital  consumer,  crowd  behavior  analysis,  online
marketing, item suggestion, and many more, age and gen-der data are crucial [1, 14]. No matter how
widespread their uses, being able to automatically determine age and gender from face pictures is a
very difficult problem [15]. This is especially true given the various sources of intra-class variations at
peo-ple's facial images, which restricts the use of these models in real-world programs [2, 16]. In the
past several years, a lot of works have been offered for predicting age and gender [3]. Recent research
has focused in particular on using a classifier after manually extracting face information from photos
[17]. Nonetheless, because to the out-standing success of deep learning models in several computer
vision issues over the past few years [18], the majority of the more recent efforts on age and gender
predictions have turned toward models based on deep neural networks [4, 19].

As aim to propose a deep learning system in this study to jointly estimate the age and gender from
facial  images.  Given the intuition that  a  few neighboring parts  of  the face provide very obvious
messages regarding a person's age and gender [20] (inclusive of beard and moustache for male, and
wrinkles around eyes and mouth for age) [5]. Employ a single version using a multi-task learning
approach to collectively estimate both gender and age bucket since estimating age and gender from
faces is highly correlated [6]. Additionally, as knowing a person's gender helps us estimate their age
more accurately, add the predicted gender output to the age-prediction branch's feature [21].

In order to accurately anticipate the future and learn more about a specific man or woman, studies
in  the  biometric  field,  including  human  face  recognition  applications,  focus  on  gender  and  age
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prediction [7, 22]. Different techniques and algorithms are used throughout the process, with deep
learning seeing the highest usage rates [8, 23]. In this study, propose a deep learning framework to
predict the gender and age group of face images with a high accuracy rate. This framework is built on
the ensemble of attention and residual Convolutional networks.

The  aims  of  the  proposed  model  are  to  use  the  approach  of  deep  learning  technique  in  the
prediction process, the effective accuracy and predictive mining and evaluate it reaching to get best
results of prediction and overcome the problems of time, accuracy and processing load. Section 2
presents  the  related  work  while  Section  3  discusses  the  proposed  methodology.  The  Section  4
elaborate the results of proposed model while Section 5 conclude the paper.
 

2. Related Work

Prediction of age and gender from the face photos, as a special problem of face analysis has been
attracting attention in recent years [9]. There are many works done so far in the prediction of age and
gender from facial images. Here are review of the most promising research work.

Nada et al., [10] conducted research on validation and prediction of gender and age using CNN for
one single image. The UP-student’s dataset was used in the experiment to evaluate the suggested
method. Sadly, age estimation deteriorated due to the pro-posed solution's poor gender prediction
performance  [24].  Overall,  both  genders  had  a  gender  prediction  accuracy  of  roughly  82%.
Additionally, the algorithm performs better when guessing images of male faces (89%, compared to
74% for females). After examining the photographs where the model failed to correctly estimate the
gender, there were a number of causes. The primary cause at some ages, the distinction between the
facial characteristics of men and women is not always as obvious as it ought to be. Hijab also conceals
various facial characteristics in photographs of women. Finally, there is a flaw in the model that was
utilized; it did not assign the moustache enough importance in predicting gender. Considering the age
prediction findings, it was not so good that the total forecast accuracy for both genders was just 57%.

Al-Azzawi, [11] used Adience Benchmark dataset of face images; it consists of 17603 images of
human faces for variance of ages and genders. The ages of the persons in the dataset are classified into
10 groups and the gender binary is classified into two types. The images of the datasets are divided
into two sets equally, one for the training phase and another for the testing phase. They used Mean
Absolute Error (MAE) function to evaluate the implementation of age prediction, and the accuracy of
the gender prediction assessed by the hit ratio to compare the current proposed Deep Multi-tasking
CNN [25].  The accuracy for  gender detection was (91%) while accuracy in mean absolute error
(MAE) for age prediction was (4.00) in CNN and DMTL model.

3. Proposed Method

This section will discuss the design and components used in the proposed system. The dataset and
its features are also discussed in this section.

3.1.Proposed Model

The  proposed  system  is  being  created  and  developed  while  keeping  in  mind  all  of  the
shortcomings and restrictions of the current system, thus anticipate that it will be an acceptable system
that successfully satisfies all of the goals of the current system.

The reasons behind choosing of this model are to improve accuracy, for both of the classifiers i.e.
age and gender, to improve training time for both classifier, and to minimize the resource utilization
of computer. A new CNN layer architecture is de-signed which works much better than other Built-in
models like VGG, resnet50 and Mobile net etc. Especially for that particular problem. It contains the
Convolution layer, Batch Normalization layer, Max and average pooling (at the last) and also dropout
layers along with fully connected layers. Here it used ReLU, Elu and Soft-max activation functions.
The model takes input layer of image size= (128, 128, 3) and used 3x3 kernel/filter. Also used bias



constraints, filter of 64 to 512 and stride of (1, 1) with same padding. Figure 1 illustrates the proposed
model architecture.

Figure 1: Proposed model architecture

3.2. Data Set

The Adience dataset served as the basis for this study. The fundamental tenet of the data collection
is to record the photographs as accurately as possible, taking into account any variances in look,
posture, lighting, and image quality, to mention a few. Almost 26000 pictures were used along with
labels of age and gender group. The Adience benchmark dataset, which consists of face photographs
that are automatically posted from smart phones to Flickr, is made for age and gender categorization.
These photos show unfiltered, unedited photographs from the real world and social media. So, need to
adjust them according to suitable way by performing preprocessing.

3.3.Structure of Proposed Model

A single Convolutional neural network with two heads (output branches) is utilized in this multi-
task learning issue to simultaneously predict age and gender with the following properties.

• Number of Epoch for both Age and Gender module is 12
• Size of image is 128 x 128.
• Total number of parameters 6059022.
• Batch size used is 64.
• Time required for both classifiers is 45 min Approx.
• “Sparse categorical Cross entropy” as loss functions.
• 20% data for testing and 80% for training.
• 25 deep layers.

3.4.Training and Testing

In the training and testing phases of the current network, Adience Benchmark dataset  of face
images was used;  it  consists  of  Approx.  26000 images of  human faces for  variance of  ages and
genders. The ages of the persons in the dataset are classified into 8 groups and the gender binary is
classified into two types. The images of the datasets are divided into two sets equally, one for the
training phase and another for the testing phase. The image size 128x128 was used in the training and
testing phase. The Epoch for gender is 15 and Epoch for Age is 12, and the time taken for both
classifier to train is 90 min (45 min each).



4. Results and Analysis

The gender classification model is tested and evaluated using machine learning evaluation metrics.
The below section will discuss the results of gender classification model.

4.1. Gender Classification model

Gender prediction is viewed as a classification issue, and this network's output layer is a Softmax
with two nodes that represent the classifications of male and female. The model is implemented as a
network with three layers, two of which are output layers and one of which is a fully linked layer. The
anticipated values for each class may be obtained from the gender prediction network by loading this
model into memory and sending the output of the face detection process (detected face) through the
network.  Now that  the  output  has  reached  its  maximum value,  that  may  utilize  that  number  to
determine a person's gender. Table 1 presents the classification report of gender model while Figure 2
illustrates the accuracy comparison of gender model with other models.

Table 1
Classification Report for the Gender Model

(Classes) (Precision) (Recall) (F1-Score) (Support)
Female (0) 0.92 0.92 0.92 2744
Male (1) 0.92 0.91 0.91 2492
Accuracy 0.95 5236
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Figure 2: Accuracy comparison between gender models

4.2. Age Classification model

People find it exceedingly difficult to make accurate age predictions by simply looking at a person,
but  it  is  possible  to  do  so  when  estimating  a  range  of  ages.  Consequently,  regarded  it  as  a
classification issue using the Adience Benchmark dataset. The predicted values for all training may be
obtained from the network by loading this model into memory and running the output of the face
detection  process  (detected  face)  through  the  age  prediction  network.   As,  utilized  the  output's
maximum value as a forecast age group by taking that value. Table 2 presents the classification report
of age model while Figure 3 illustrates the accuracy comparison of age model with other models



Table 2
Classification Report for Age Model

(Classes) (Precision) (Recall) (F1-Score) (Support)
(0-2) 0.83 0.83 0.83 422
(4-6) 0.69 0.85 0.76 625

(8-13) 0.86 0.63 0.73 662
(15-20) 0.61 0.56 0.59 558
(25-32) 0.71 0.79 0.75 1558
(38-43) 0.59 0.65 0.62 879
(48-53) 0.53 0.38 0.44 267
(60+) 0.91 0.55 0.69 265

Accuracy
0.92 5236
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Figure 3: Accuracy comparison of Age Model

The proposed model gives 95% Accuracy for Gender Classifier and 92% for Age Classifier which
is highest among all the previous/related work discussed. The model takes much short time to train up
for  both of  the classifier  i.e.  Age and Gender  Classifier.  model  utilizes  the computing resources
(RAM, CPU, and GPU) in much optimized manner and the computing cost is also lower for the
model as compared to the previous model discussed in existing model session.

5. Conclusion

Age, gender, and the age range of a person's personal photo have recently become crucial pieces of
information for many businesses and governments to use for commercial, identity, security, and other
purposes [12]. Additionally, because this information was gathered from people using an enterprise
system, form validation was suggested as a way to lower user data entry mistakes. The module is
mainly designed for biometrics research in social applications for the future where the content is to be
shown for  some specific  gender  and  age  group  and  it  must  be  possible  to  predict  and  disclose
information about  each person [13,  26].  The experimental  investigation found that  the suggested
CNNs had a fair classification accuracy after being trained quickly with a large number of photos. The
proposed CNNs will be utilized in next work for social media statistics and gender categorization in
mobile applications. Secondly, the model is just trained on Adience benchmark dataset that means



more  sophisticated  systems  can  use  more  training  data.  It  is  possible  that  the  results  can  be
significantly improved in future beyond the results reported here.
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