Who knows best? A Case Study on Intelligent Crowdworker Selection via Deep Learning
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Abstract
Crowdworking is a popular approach for annotating large amounts of data to train deep neural networks. However, parts of the annotations are often erroneous. In a case study, we demonstrate how an intelligent crowdworker selection via deep learning reduces the number of erroneous annotations and, thus, the annotation costs of obtaining reliable data for training deep neural networks.

1. Introduction

Deep neural networks (DNNs) typically need large amounts of annotated data to make reliable predictions in supervised learning tasks [1]. Crowdworking collects annotations by requesting crowdworkers to solve microtasks [2], such as image classifications. The crowdworkers mostly receive payments as compensation, leading to high costs for massive datasets. Parts of the annotations may be erroneous because crowdworkers are error-prone for various causes [3, 4], e.g., missing knowledge. Thus, many crowd-learning techniques have been proposed to train well-performing DNNs despite annotations from error-prone crowdworkers [5, 6, 7, 8]. They abstract from the specific error causes to jointly estimate crowdworkers’ performances and instances’ true annotations. Commonly, these techniques are employed after completing a crowdworking campaign. However, leveraging the crowdworkers’ performance estimates to optimize an ongoing campaign appears beneficial. Therefore, this article studies whether crowd-learning techniques can answer the question “Who knows best?” to select crowdworkers intelligently. In a case study with classification data, we show that such a crowdworker selection reduces the number of erroneous annotations and allows us to train DNNs with lower misclassification rates than a random selection of crowdworkers at the same annotation costs.

This article targets a subfield of machine learning to support crowdworking [9], including active learning [10]. Compared to active learning for crowdworking [11, 12], we focus on studying the potential of state-of-the-art crowd-learning techniques to improve crowdworker selection and outline challenges when employing such techniques in real crowdworking campaigns.
2. Problem Setting

Let there be \( N \in \mathbb{N}_{>0} \) instances \( X = (x_1, ..., x_N)^T \in \mathbb{R}^{N \times D}, D \in \mathbb{N}_{>0} \) drawn independently from an unknown probability density function \( \Pr(x) \). The true class labels \( y = (y_1, ..., y_N)^T \in \{1, ..., K\}^N, K \in \mathbb{N}_{>1} \), drawn independently from an unknown categorical distribution \( \Pr(y | x) \), are unobserved due to the lack of an omniscient annotation source. Rather, there are \( M \in \mathbb{N}_{>0} \) error-prone crowdworkers \( C = (c_1, ..., c_M)^T \in \mathbb{R}^{M \times O}, O \in \mathbb{N}_{>0} \), where \( c_m \) represents crowdworker metadata \[13\], e.g., educational background, interests. If such data is unavailable, each crowdworker is identified via a one-hot encoded vector, i.e., \( c_m = e_m \in \{0, 1\}^M \). We refer to the annotation of crowdworker \( c_m \) for instance \( x_n \) as \( z_{nm} \in \{1, ..., K\} \cup \{\otimes\} \), where \( z_{nm} = \otimes \) indicates an unobserved annotation. Each observed annotation \( z_{nm} \) is drawn independently from an unknown categorical distribution \( \Pr(z | x_n, c_m, y_n) \).

We define a crowdworking campaign as a process with \( J \in \mathbb{N}_{>0} \) iterations. Iteration \( j \in \{1, ..., J\} \) starts with \( B \in \mathbb{N}_{>0} \) selected instances \( \mathcal{X}_j = \{x_{j1}, ..., x_{jB} \mid j_1, ..., j_B \in \{1, ..., N\}\} \). Subsequently, we select a crowdworker for each instance by specifying instance assignments \( h_j : \mathcal{X}_j \to \{c_1, ..., c_M\} \). At the end of iteration \( j \), we update the annotations \( \{z_{nm} \mid x_n \in \mathcal{X}_j, h_j(x_n) = c_m\} \) to obtain the matrix \( Z_j \).

Figure 1 illustrates such a crowdworking iteration. Together, the \( J \) iterations result in a sequence \( Z_0, ..., Z_J \) with \( Z_0 \) as initial and \( Z_J \) as final annotation matrix. Given these prerequisites, we investigate two objectives for optimizing the crowdworker selection.

**Objective 1:** The crowdworking campaign produces a final annotation matrix minimizing the number of erroneous annotations:

\[
Z_J = \arg \min_Z \left( \sum_{n=1}^{N} \sum_{m=1}^{M} \delta(z_{nm} \neq y_n) \cdot \delta(z_{nm} \neq \otimes) \right),
\]

where \( \delta : \{\text{false, true}\} \to \{0, 1\} \) is an indicator function with \( \delta(\text{false}) = 0 \) and \( \delta(\text{true}) = 1 \).

**Objective 2:** The crowdworking campaign produces a final annotation matrix to learn a classification function \( \hat{y} : \mathbb{R}^D \to \{1, ..., K\} \) minimizing the expected misclassification rate:

\[
Z_J = \arg \min_Z \left( E_{xy} [\delta(\hat{y}(x) \mid X, C, Z) \neq y)] \right).
\]
3. Intelligent Crowdworker Selection

We aim to select crowdworkers based on their respective performances per instance. Concretely, we interpret crowdworker performance as the probability \( \Pr(z_{nm} = y_n | x_n, c_m) \) of obtaining a correct annotation. This leads to the following assignment of instances to crowdworkers:

\[
h_j(x_n) = \arg \max_{c_m} \Pr(z_{nm} = y_n | x_n, c_m).
\]

The true probabilities of correct annotations are unknown in practice. Therefore, we estimate them via multi-annotator deep learning (MaDL) [8], which is a state-of-the-art crowd-learning technique. MaDL uses the annotated data obtained in each successive crowdworking iteration to estimate the class probabilities of each instance and a probabilistic confusion matrix for each instance-crowdworker pair. By combining both estimates, it is then possible to approximate the annotation correctness probability \( \Pr(z_{nm} = y_n | x_n, c_m) \) in Eq. 3.

4. Case Study

In this case study, we investigate the potential to optimize crowdworker selection during crowdworking campaigns. Publicly available crowdworking datasets are sparsely annotated [5], so the selection of crowdworkers is highly limited. Therefore, we rely on LETTER [14] and CIFAR10 [15] as common benchmark datasets and simulate \( M = 10 \) error-prone crowdworkers for each. We use standard simulation methods from literature [8] and generate varying types of crowdworkers, e.g., one adversarial crowdworker, crowdworkers specialized in certain classes, and crowdworkers specialized in certain clusters of instances. The simulated crowdworking campaign is organized into \( J = 25 \) iterations. Initially, each crowdworker annotates 16 randomly selected instances to obtain the initial annotation matrix \( Z_0 \). In each subsequent iteration, \( B = 256 \) randomly selected instances are assigned to the crowdworkers for annotation. After each iteration, we train a simple multi-layer perception for the LETTER dataset and a ResNet-18 [1] for the CIFAR10 dataset. We evaluate each crowdworking campaign by quantifying the rate of obtained erroneous annotations (cf. Objective 1) and the DNN’s misclassification rate on a separate test set (cf. Objective 2). For evaluation, we compare the following approaches:

- **Random-DL** is the baseline approach. A standard DNN is trained on the annotated instances, and the selected instances are randomly assigned to the crowdworkers.
- **Random-MaDL** is a more advanced approach. MaDL is trained on the annotated instances, and the selected instances are randomly assigned to the crowdworkers.
- **Intelligent-MaDL** is the most advanced approach. MaDL is trained on the annotated instances, and the selected instances are assigned to the crowdworkers according to Eq. 3.

Our repository at https://github.com/ies-research/intelligent-crowdworker-selection provides the approaches’ hyperparameters and code. A crowdworking campaign is replicated five times for each approach and dataset. Figure 2 reports the results’ means and standard deviations.

For both datasets, the approach Random-DL performs worst, indicated by the highest misclassification rate of its DNN across almost all iterations. In contrast, its erroneous annotation rate is identical to Random-MaDL (the green curve hides the blue curve) because both approaches
assign the instances randomly to the crowdworkers. Intelligent-MaDL consistently outperforms the other two approaches. These results confirm that MaDL improves not only the training of DNNs (lower misclassification rate of Intelligent-MaDL and Random-MaDL than Random-DL) but also the selection of crowdworkers (lowest erroneous annotation rate of Intelligent-MaDL).

5. Conclusion and Outlook

This article demonstrated the potential gains of employing a state-of-the-art crowd-learning technique during an ongoing crowdworking campaign. Our takeaways are that intelligently selecting crowdworkers reduces the number of erroneous annotations (cf. Objective 1) and improves the training of DNNs on the resulting annotated data (cf. Objective 2). Still, there are multiple future research directions to enhance the crowdworker selection further:

- Collecting metadata [13] about the crowdworkers may allow flexible and effective integration of new crowdworkers into an ongoing crowdworking campaign.
- Transferring knowledge about crowdworkers between crowdworking campaigns may improve the selection of crowdworkers for subsequent campaigns.
- Improving the uncertainty estimation [16] of crowd-learning techniques may enhance the exploration of crowdworkers’ performances.
- Leveraging active learning strategies [11] to select instances intelligently may further improve the efficiency of training DNNs from crowdworking data.
- Assigning an instance to multiple crowdworkers (instead of only one crowdworker as done in Fig. 1 and Eq. 3) may better identify erroneous annotations or ambiguous instances.

For a successful deployment of intelligent crowdworker selections into actual crowdworking campaigns, we need to consider the following aspects:

- In certain settings, crowdworkers are only occasionally available, which may hinder the selection of the best crowdworker.
- Typically, the sets of instances assigned to a single crowdworker must be larger [17].
- Experiments with real-world crowdworking datasets, a larger number of annotators, and a larger number of selected instances per crowdworking iteration are necessary to validate the effectiveness of intelligent crowdworker selections.
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