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Abstract
This paper presents the novel solution to HODI (Homotranphobia Detection in Italian; [1] at EVALITA 2023 [2]. The task is
structured into two subtasks: Task A, homophobic message detection, and Task B, identification of rationales of homophobic
messages. We participated in Task A, a binary class classification problem. The main aim of this task is to identify the
homotransphobia in Italian tweets. To determine the homotransphobia, we choose the selective models that are available
in the huggingface1 related to our task. We use the zero-shot technique to select the models that are working well for the
homotransphobia classification task. With those models, we performed a series of few-shot learning experiments. Our best
approach achieves a macro F1-score of 0.673, higher than the baseline, and ranking number 6.

Keywords
Homotranphobia identification, Zero-shot, Few-shot learning, Text classification,

1. Introduction
Hate speech refers to any type of offensive material, in-
cluding verbal, nonverbal, symbolic, or communicative
actions that are intentionally used to demean members
of a specific social group based on their membership [3].
Hate speech on social media is a pervasive phenomenon
affecting diverse categories of users targeted because
of their race, ethnicity, gender, religion, sexual orienta-
tion, political views, or other characteristics [4, 5, 6, 7].
Significant effort has been expended to combat harmful
and abusive content in the general domain, primarily via
reactive measures [8, 9, 10, 11, 12, 13].

One such form of hate is hate speech towards vulnera-
ble LGBTQ+ individuals. Homophobia, a term frequently
used to characterize hostile responses to lesbians and
gay men, connotes a one-dimensional conception of atti-
tudes as manifestations of irrational fears [14]. Parents,
instructors, school administrators, and government are
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gravely concerned about homophobic bullying against
gay, lesbian, bisexual, transgender, and "queer" (LGBTQ+)
minorities [15]. Bullying is a form of aggression that
involves a victim, an aggressor, and bully victims. Ho-
mophobia, the underlying attitude influencing bullying
against LGBTQ+ vulnerable minorities, is defined as the
negative beliefs, attitudes, stereotypes, and behaviors
directed toward sexual minorities [16, 17].

Cross-lingual zero and few-shot learning, in addition
to other detection approaches that work well with lim-
ited or nonexistent training data sets in the target lan-
guage, have not been extensively studied in the current
literature on homophobia [18, 19]. Neither have other
detection methods that work successfully with limited or
nonexistent training data sets in the target language [20].
The researchers [21] describe zero-shot learning as an
extreme form of transfer learning. When this concept is
used in natural language processing (NLP), a model that
has been trained on one language or domain can learn
to predict samples from an unseen language or domain
by making use of the latent structures of a pre-trained
language model that is aligned across several languages
[22, 23]. In the method of cross-lingual few-shot learning,
training on the source language is supplemented with
samples of the target language. This helps to strengthen
both cross-lingual and task-specific alignment.

In this paper, we describe a novel approach for detect-
ing homotransphobia in Italian-language tweets shared
task conducted by [1]. We have plenty of pretrained
and fine-tuned (trained for a specific task) models avail-
able for the text classification tasks. We selected twelve
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models which are related to our task. We performed
the zero-shot technique to find the model’s capability
on our task. It is a technique used to infer a model by
only specifying the labels of our task. We selected the
top three models that gave high macro F1 scores. We
performed a few-shot learning technique using SetFit
(Sentence Transformer Fine-tuning) [24] framework. It
is a technique to train a model with few samples. Using
our approach, the twitter-xlm-roberta-base-sentiment-
finetunned model got the top macro F1 of 0.74 on the
validation set among the model we selected from the
huggingface. Our model achieves macro F1 of 0.67345 on
the test set, which is higher than the baseline.

2. Related Work
The modern forms of social media are frequently ex-
ploited in ways that promote the dissemination of violent
messages and remarks as well as hate speech [25]. By an-
alyzing the people’s interaction on these issues through
posts, videos, and comments, a number of works have
been done with the purpose of determining whether or
not aggressiveness [26], misogyny [27], racism [28], ha-
rassment, and violence are present in social media [29].
On the other hand, the amount of study that has been con-
ducted to identify homophobic and transphobic speech
online has been rather limited to few research [18].

Chakravarthi et al. [30] introduced a newly developed
hierarchical taxonomy for online homophobia and trans-
phobia, as well as a dataset that has been classified by
subject matter experts, that will make it possible for ho-
mophobic and transphobic content to be automatically
identified. The annotators are provided with thorough
annotation criteria because this is a delicate issue. The
dataset includes 15,141 comments written in English,
Tamil, and Tamil-English, each of which has been an-
notated. From this data, Chakravarthi et al. [19] orga-
nized a shared task to increase research in homopho-
bia/transphobia identification. It garnered 10 systems
for the Tamil language, 13 systems for the English lan-
guage, and 11 systems for the Tamil-English language
combination. The best systems for Tamil, English, and
Tamil-English each received an average macro F1-score
of 0.570, 0.870, and 0.610, respectively.

A similar shared task for Dravidian languages ho-
mophobia/transphobia identification was conducted by
10.1145/3574318.3574347. It is conducted in 4 language
settings (Tamil, English, Malayalam, Tamil-English). It
obtained 8 systems for the Tamil language, 8 systems
for the English language, 9 systems for the Malayalam
language, and 8 systems for Tamil-English codemixed.

Wenpeng Yin and Roth [31] examined the limitations
of prior research on zero-shot text classification (0SHOT-
TC), the inadequacy of getting the problem and the sig-

nificance of the labels, and the chaos of datasets and
assessment setups. So, they benchmark 0SHOT-TC by
standardizing the datasets and evaluations. They also pro-
vided a textual entailment framework that can function
with or without the annotated data of observed labels
to address the more broadly defined 0SHOT-TC. This
motivated us to include the zero-shot technique in our
task.

3. Dataset Description
The dataset given by the EVALITA 2023 HODI [2] shared
task on Homotransphobia in Italian tweets consists of
labeled data categorized into two classes: homotranspho-
bic and not-homotransphobic. The dataset is divided into
three sets: training, development, and testing, and each
set is carefully constructed to maintain a comparable dis-
tribution. The distribution of the dataset is visualized
in Figure 1, which provides a graphical representation
of the data distribution. Additionally, the class-wise dis-
tribution of the training, development, and test sets is
presented in Table 3, as provided by the HODI shared
task organizers. These distributions offer valuable in-
sights into the composition and balance of the dataset,
enabling researchers to analyze and develop models to
address homotransphobia in Italian tweets effectively.

Figure 1: Visualization of splitted dataset

Further, we select 400 random samples from the train-
ing set, and we have split the dataset for the few-shot
learning into five sets (80, 160, 240, 320, and 400). These
sets are divided based on 20, 40, 60, 80, and 100 percent
of the data taken from the training data. These datasets
are visualized in Figure 2.

4. Methodology
We thoroughly describe our experimental setting in this
section. All the experiments that we did adhere to the



Labels Comments Total

Training 0 2379
4000

1 1621

Development 0 613
1000

1 387

Test 0 489
1000

1 511
Total 6000

Table 1
This table shows the Data Distributions of the training, de-
velopment, and test set. 1 denotes homotransphobic and 0
denotes not-homophobic

Figure 2: Split the dataset for Few-Shot learning

two phases listed below.
Zero-shot learning: In zero-shot learning, the model

receives solely natural language instructions describing
the task, and demonstrations are not allowed. The model
is expected to generalize and perform the task based on
the provided instructions without seeing explicit exam-
ples during training [32]. We took 12 models in total,
which include natural language inference models and the
model that trained for different tasks (sentiment, hate,
emotions, toxicity) for our study. The list of models can
be viewed in Table 4. These models are chosen based on
topics related to the homotransphobic detection task.
Few-shot learning: It is a technique in which a lim-

ited number of task demonstrations with samples are
provided to the model as training, but no weight updates
are permitted [33]. With the top three models perform-
ing well in zero-shot, we applied a few-shot technique
on them with the few sets of data from the training data,
shown in Figure 2. We used the SetFit framework to per-
form few-shot text classification. Before proceeding with
few-shot learning, we divided the dataset into five sub-
sets, each containing a different number of samples: 80,
160, 240, 320, and 400. This division allowed us to exam-
ine how the models performed with increasing amounts
of labeled data. We fine-tuned the models for 8 epochs,
trained on GeForce GTX 1080 Ti GPU with a learning

rate of 2× 10−5 and batch size of 2. We used the same
setting for all the models used for fine-tuning.

5. Results and Discussion
In this section, we show our results of the experiment
and the techniques aimed to address the task given by
the HODI shared task at EVALITA 2023.

Our study employed a diverse set of pre-trained mod-
els for zero-shot learning. The models used in this phase
to detect the homotransphobic content in Italian encom-
passed a wide range of architectures and pre-trained
representations, including the models that are presented
in Table 4.

The evaluation of our models’ performance was based
on the macro F1 score, a widely used metric that con-
siders the precision and recall across all classes. By em-
ploying the macro averaging technique, we ensured that
each class contributed equally to the overall score, pro-
viding a comprehensive assessment of the models. Af-
ter evaluating the models’ performance, we observed
notable variations in their effectiveness. Among the
models, twitter-xlm-roberta-base-sentiment-finetunned,
xlm-roberta-large-it-mnli1, and mDeBERTa-v3-base-xnli-
multilingual-nli-2mil7 emerged as the top performers.
These models demonstrated superior performance when
compared to the others, achieving macro F1 scores of
0.52, 0.51, and 0.48, respectively, in the validation set. The
higher F1 scores indicate that these models effectively
captured the homotransphobic information for the given
task, showcasing the advantages of leveraging transfer
learning techniques in zero-shot learning scenarios.

We performed the few-shot learning experiment with
5 different numbers of few samples. We observed sig-
nificant performance improvements across the tested
models following the few-shot learning experiments. No-
tably, the twitter-xlm-roberta-base-sentiment-finetunned
model outperformed the others, achieving a remarkable
macro F1 score of 0.74 on the validation set when trained
on the 400-sample subset. The results for the few-shot
learning are tabulated in Table 4. This model performed
well and got a macro F1 of 0.6735 in the test set, which
is higher than the baseline result of 0.6691. This finding
suggests that the model effectively learned from the lim-
ited labeled examples in the few-shot setting, showcasing
its ability to generalize and adapt to novel instances to
detect the homotransphobic for the Italian.

It is important to note that while the top-performing
models showed promising results in both zero-shot and
few-shot learning scenarios, further evaluation and com-
parison with other state-of-the-art approaches are neces-
sary to establish their performance in a broader context.

1https://huggingface.co/Jiva/xlm-roberta-large-it-mnli

https://huggingface.co/Jiva/xlm-roberta-large-it-mnli


Models ACC M_R M_F1 W_P W_R W_F1 M_P
twitter-xlm-roberta-base-sentiment-finetunned [34] 0.52 0.53 0.52 0.55 0.52 0.53 0.52
xlm-roberta-large-it-mnli 0.52 0.52 0.51 0.54 0.52 0.52 0.52
mDeBERTa-v3-base-xnli-multilingual-nli-2mil7 [35] 0.58 0.51 0.48 0.53 0.58 0.53 0.51
dehatebert-mono-italian [36] 0.45 0.49 0.45 0.51 0.44 0.44 0.49
mdeberta-v3-base-tasksource-nli [37] 0.44 0.49 0.44 0.52 0.44 0.42 0.49
feel-it-italian-emotion [38] 0.59 0.50 0.43 0.52 0.59 0.50 0.50
mmarco-mMiniLMv2-L12-H384-v1 [39] 0.42 0.44 0.42 0.46 0.42 0.42 0.44
hate_speech_it 0.59 0.51 0.42 0.54 0.59 0.52 0.52
distilbert-base-multilingual-cased-toxicity 0.61 0.50 0.39 0.59 0.61 0.48 0.58
hate-ita-xlm-r-base [40] 0.41 0.49 0.39 0.50 0.41 0.36 0.48
feel-it-italian-sentiment [38] 0.40 0.49 0.34 0.49 0.40 0.29 0.47
setfit-italian-hate-speech [24] 0.39 0.50 0.30 0.51 0.39 0.24 0.49

Table 2
Results for Zero-Shot Learning in the validation set

Models Shots Acc M_P M_R M_F1 W_P W_R W_F1

mDeBERTa-v3-base-xnli-multilingual-nli-2mil7

80 0.65 0.63 0.62 0.63 0.65 0.65 0.65
160 0.66 0.64 0.64 0.64 0.66 0.66 0.66
240 0.73 0.71 0.71 0.71 0.73 0.73 0.73
320 0.68 0.66 0.65 0.65 0.67 0.68 0.68
400 0.72 0.71 0.69 0.70 0.72 0.72 0.72

twitter-xlm-roberta-base-sentiment-finetunned

80 0.68 0.66 0.63 0.63 0.67 0.68 0.66
160 0.69 0.67 0.67 0.67 0.69 0.69 0.69
240 0.72 0.71 0.70 0.70 0.72 0.72 0.72
320 0.75 0.75 0.72 0.72 0.75 0.75 0.74
400 0.76 0.74 0.75 0.74 0.76 0.76 0.76

xlm-roberta-large-it-mnli

80 0.64 0.61 0.59 0.59 0.62 0.64 0.62
160 0.70 0.55 0.52 0.51 0.63 0.70 0.64
240 0.61 0.31 0.50 0.38 0.38 0.61 0.47
320 0.61 0.31 0.50 0.38 0.35 0.61 0.47
400 0.61 0.31 0.50 0.38 0.38 0.61 0.47

Table 3
Results for Few-Shot Learning in the validation set

Additionally, future research should explore the behav-
ior of these models with larger datasets and investigate
their robustness and generalization capabilities in differ-
ent domains. These additional investigations will help
to provide a more comprehensive understanding of the
model’s strengths and limitations.

6. Conclusion
In this study, our team, TEAM_TAMIL, presented our
solutions for the Homotransphobia Detection in Italian
(HODI) Shared Task at EVALITA 2023. Our approach fo-
cused on utilizing pre-trained models for zero-shot learn-
ing, aiming to detect homotransphobia in Italian text.
We experimented with multiple pre-trained models and
evaluated their performance to identify the most effec-
tive one. Additionally, we employed a few-shot learning
technique by utilizing a dataset consisting of five sets,
as depicted in the dataset section diagram. Our findings

revealed that the selected model from zero-shot learning
performed well in the few-shot learning scenario. As a
result, our model achieved the 6th position in the ranking
for subtask A with macro F1 of 0.6735 in the test sam-
ples. From this, we conclude that our novel approach
works better than the baseline results and can be used to
improve homotransphobia identification in the future.
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