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Abstract

This paper introduces the MULTI-Fake-DetectiVE shared task for the EVALITA 2023 campaign. The task was aimed at
exploring multimodality within the realm of fake news and intended to address the problem from two perspectives, represented
by the two sub-tasks. In sub-task 1, we aimed to evaluate the effectiveness of multimodal fake news detection systems. In
sub-task 2, we sought to gain insights into the interplay between text and images, specifically how they mutually influence
the interpretation of content in the context of distinguishing between fake and real news. Both perspectives were framed as

classification problems.

The paper presents an overview of the task. In particular, we detail the key aspects of the task, including the creation of a
new dataset for fake news detection in Italian, the evaluation methodology and criteria, the participant systems, and their
results. In light of the obtained results, we argue that the problem is still open and propose some future directions.
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1. Introduction and Motivation

Recent years have seen a great increase in the online
proliferation of disinformation and fake news [1]. This is
especially true in the context of real-world events that are
reported as breaking news. It is often the case that entities
with malicious intents exploit breaking news to push
their own agenda by distorting facts and intentionally
publishing false or misleading information.

Distorted uses of online social media have been made
mostly evident in the last few years by the first so-called
infodemic following the COVID-19 pandemic [2], in what
has been defined by several authors as a Post-Truth Era
[3] dominated by emotions and pseudo-facts [4]. This
phenomenon has grown further with the outbreak of
the Russian war against Ukraine. Like in all conflicts,
disinformation has become a powerful strategic weapon.
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These issues have led over the years to the creation
of numerous initiatives for independent fact-checking
and fake news detection, and the topic has increased its
relevance in the research community. The literature on
issues related to fake news detection, disinformation, and
fact-checking, is constantly growing despite the inherent
challenges and many facets of the problem.

A large number of approaches and techniques have
been proposed for content verification and fake news
detection in a uni-modal setting. Most of the proposed
approaches use either the actual content of the news (i.e.,
the text itself), its context (e.g., social network structures,
temporal information), or a combination of both [5]. Most
modern systems typically leverage transformer models
with additional information [6].

It is clear that the easiest way to spread disinformation
is in textual form. However, online outlets and social
media allow for other modalities as well. Images for ex-
ample can be leveraged in the context of disinformation
and fake news in different ways: first, the inclusion of
images in malicious content can be leveraged as a way
to provide more credibility for the text containing the
fake news; second, images could be described in such
ways that their original content is misinterpreted by read-
ers, leading again to disinformation; finally, they can be
used in an attempt to increase the post attraction and get
the fake news shared by as many social media users as
possible.

We can argue that multimodal scenarios may be con-
sidered as closer in nature to real-world ones examin-
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ing social media data. Nevertheless, multimodality has
received relatively less attention over the years in this
context [4]. This is rapidly changing, with a number of in-
ternational multimodal shared tasks being organised for
fake news and propaganda detection, fact-checking and
related areas [7, 8, 9, 10]. Nevertheless, models combin-
ing multiple modalities for detecting fake news remain a
major open challenge in the literature, as well as datasets
including different modalities and different sources of
fake news [4]. Moreover, we believe that a fundamen-
tal step towards a more nuanced understanding of the
problem lies in actually understanding and modelling the
interplay between the different modalities in generating
disinformation.

In this context, we propose MULTI-Fake-DetectiVE' as
part of the EVALITA 2023 Evaluation campaign [11]. The
task is aimed at addressing both the textual and visual
aspects of fake news on social media and online news
outlets, from two key perspectives: we want to model
fake news detection from a multimodal perspective, and
we are interested in exploring how images and texts in-
teract and influence each other in the context of real and
fake news. Further, we contribute to this research area
by creating a dataset of social media posts from Twitter
and news articles regarding the Russian-Ukrainian war
including fake and real news.

2. Definition of the task

MULTI-Fake-DetectiVE includes two sub-tasks. Both are
formulated as multi-class classification problems. In the
first sub-task, given a piece of content (i.e., a social media
post or a news article) that includes both a visual and a
textual component, the goal is to determine its likelihood
of being a real or a fake news. In the second sub-task,
given a text and an accompanying image, the goal is to
decide whether their combination is aimed at misleading
the interpretation of the reader about one or the other,
or not. Note that for both sub-tasks we consider the
visual component as all the images provided with a given
textual content (i.e., news article or social media post).
Thus, for example, if a tweet includes three images, and
one of them is misleading, the expected label will be
misleading.

In the following, we describe in detail both sub-tasks.

2.1. Sub-task 1: Multimodal Fake News
Detection
The first sub-task is structured as a multi-class classifi-

cation problem in a multimodal setting. The problem is
defined as follows: given a piece of content ¢ = (t,v)

!https:/sites.google.com/unipi.it/multi-fake-detective/home

which includes a textual component ¢ and a visual com-
ponent v (i.e., one or more images), classify it into one of
the following classes:

Certainly Fake: news that is certain to be fake, what-
ever the context.

Probably Fake: news that is likely to be fake, but may
include some real information or at the very least
be somewhat credible.

Probably Real: news that is very credible but still re-
tains some degree of uncertainty about the pro-
vided information.

Certainly Real: news that is certain to be real and in-
contestable, whatever the context.

The classes refer to the informational content as a
whole, and not to its single components. For example,
a fake piece of news including a real image (e.g., in a
misleading context) is still probably (or certainly) fake.

2.2. Sub-task 2: Cross-modal relations in
Fake and Real News

The second sub-task is aimed at assessing how the two
modalities (i.e., textual and visual) interact in the context
of fake and real news. Our goal is to understand how
images and texts in fake and real news can lead to mis-
leading interpretations of the content pertaining to the
other modality and to the whole news.

The sub-task is a three-class classification problem,
and is defined as follows: given a piece of content ¢ =
(t,v) which includes a textual component ¢ and a visual
component v, decide whether their combination is:

Misleading: one between the textual and visual com-
ponents is used deceptively to lead to misinter-
pretation of the other.

Not Misleading: the combination of the visual and tex-
tual component does NOT lead to misinterpreta-
tion of the news.

Unrelated: the visual component is not related to the
text component, or does not add information to
the text component or does not change its inter-
pretation in a meaningful way.

3. Dataset

The dataset for the shared task includes social media
posts and news articles, containing both a textual and
a visual component, concerning one or more real world
events that are known to have been subject to the gener-
ation of fake news. In particular, the dataset focuses on
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the Ukrainian-Russian war, and includes data in a time
span going from February 2022 to December 2022.

The dataset is composed of two sub-datasets, one for
each sub-task. Each is further split into a training set and
two different test sets. More specifically, the dataset for
each sub task is divided as follows:

Training Set: the training data provided to participants.
It includes data from February 2022 to September
2022.

Test Set (Official): the official test set used for eval-
uation. It includes data from October 2022 to
December 2022.

Test Set (Additional): an additional batch of test data
including data from the same time window as the
training set.

The Official Test Set was developed to challenge par-
ticipating systems to classify fake news and misleading
content in a more real-world scenario (i.e., different time
windows that might determine different data distribu-
tions). The Additional Test Set was instead aimed at
giving us a clearer picture of how participating systems
are resilient to changes in the context over time [12].
Note that the evaluation on the Additional Test Set was
not mandatory.

The dataset is available for download on the website
of the task.”

3.1. Data Collection and annotation

The dataset was collected and annotated via crowdsourc-
ing following a multi-step process heavily inspired by
the one proposed in [13]. First, we broadly collected
Twitter data regarding the Ukrainian-Russian war in the
chosen time span. To collect such data, we chose a set
of keywords representative of the conflict, e.g., “Ucraina,
Russia, Putin, Zelensky”. In addition to this, we collected
texts and images for news articles that were in the tweets.
At this stage, the data were collected regardless of the
sub-tasks.

Then, we exploited a manually collected set of verified
fake news and misleading claims (henceforth referred to
as seed fake news and misleading claims) to generate the
dataset for each sub-task. We took into account different
news outlets reporting on the fake news and independent
fact-checking websites. These seed fake news and mis-
leading claims were intended to serve a dual purpose. On
the one hand, we used them to filter the original dataset
by considering their similarity with data samples. This
was done to ensure that: i) the resulting datasets would
include only relevant elements (i.e., that actually refer to
the Ukrainian-Russian war), and ii) the class distribution

Zhttps://sites.google.com/unipi.it/multi-fake-detective/data

Table 1
Dataset size for sub-task 1.
CF. PF. PR CR
Train 153 219 476 199
Test (official) 16 52 106 21
Test (additional) 27 58 101 32
Total 196 329 683 252

for both sub-tasks was not too skewed in favour of real
news and not misleading claims, as it would have been
in an uncontrolled scenario. On the other hand, the seed
fake news and misleading claims served as context for
the annotation process. Specifically, we used Prolific’
to obtain labels for our dataset. For each sub-task, we
provided annotators with the seed fake news and mis-
leading claims as context, and asked them to label a few
of the data samples. Each data sample was labelled by
at least five different annotators. We collected human
annotations and kept only data samples for which at least
3 out of the 5 annotators provided the same label.

Datasets sizes and class distributions are reported in
Tables 1 and 2 for, respectively, sub-tasks 1 and 2. In
sub-task 1, inter-annotator agreement was calculated as
the average Spearman correlation coefficient between
annotator pairs, considering the ordered nature of the
labels. The average correlation was 0.43 (o = 0.04). In sub-
task 2 we employed Fleiss’ Kappa to measure the inter-
annotator agreement since the labels were not inherently
ordered. We obtained k = 0.25.

Participants were provided with a TSV file containing
IDs, URLs, and numeric labels representing classes for
sub-task 1 and sub-task 2. The label was excluded from
the test set during the evaluation period. Participants
had the option to download the data using their preferred
method or utilise a provided download script. The script
offered participants access to textual data, including meta-
data such as URLs, data type (e.g., tweet or article), and
creation date if available, as well as associated images.
Authorship information was not provided with the data.
Note that while the datasets were treated separately for
annotation, some data samples could be present in both
sub-tasks. In such cases, the ID associated with the data
point remained consistent across the two sub-tasks.

3.2. Copyright and Content Warning

The dataset includes tweets and news articles. The
provided download script performs a coarse-grained
anonymization of the data (e.g. by removing author in-
formation).

Upon download, users agree not to share the material
they receive both during and after the competition. The

3prolific.co
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Table 2
Dataset size for sub-task 2.
Misl.  Not Misl.  Unrel.
Train 373 546 417
Test (official) 45 75 99
Test (additional) 67 84 89
Total 485 705 605

data for the MULTI-Fake-Detective tasks is to be used for
research purposes only. Note that by receiving the data
users implicitly agree to Twitter Terms of Service, Privacy
Policy, Developer Agreement, and Developer Policy for
academic researchers.

We do not share responsibility for the contents of the
dataset. Downloaded texts and images may include copy-
righted material and sensitive contents. The downloaded
data and the provided labels do not reflect in any way
the social and political views of the task organisers.

4. Evaluation measures

Participants were allowed to present up to four differ-
ent systems for predicting labels on the official test set,
with one system marked as primary. Results for primary
systems were used as basis for the final ranking. Specifi-
cally, the ranking was calculated based on the weighted
average F1-score of the systems. The same evaluation
procedure and criteria was applied to both sub-tasks.
The evaluation procedure was conducted by means of an
evaluation script (available to participants).

Note that due to restrictions in data distribution (see
Section 3), not all participants may have had access to the
exact same test dataset. For example, articles/tweets in
the dataset may have been removed by the authors during
the evaluation window. To ensure fair competition, we
evaluated and ranked the systems only on the subsets of
the test sets for which all the participants were able to
provide a label.

4.1. Baseline models

Participating systems were evaluated against each other
and against a set of baseline models.

Specifically, we proposed two different classification
models, namely a Support Vector Machine (SVM) and a
Multi-Layer Perceptron (MLP), with three different fea-
ture sets as the baseline models. As for the feature sets,
we considered:

Text-only features extracted with a multilingual BERT
model [14].

Image-only features extracted with ResNet-18 [15].

Multimodal features obtained by concatenating the
text-only and image-only features.

All models were trained using the default parameters
from scikit-learn®.

To ensure fair reproducibility and comparisons, the
baseline models and the evaluation scripts are available
on the website of the task. °

5. Participating systems and
results

A total of four teams participated in MULTI-Fake-
DetectiVE. All four teams participated to sub-task 1 (Mul-
timodal Fake News Detection), and two of them also
participated to sub-task 2 (Cross-modal relations in Fake
and Real News). The proposed approaches are quite dif-
ferent. We can distinguish between two truly multimodal
approaches and two text-oriented ones. In the following,
we broadly describe the core systems of participating
teams.

PoliTo [16] participated to both sub-tasks with an ap-
proach focused on refining FND-CLIP [17], a fake
news detection multimodal model based on CLIP
[18]. Authors proposed several refinements to the
original model via ad-hoc extensions including
sentiment-based text encoding, image transfor-
mations in the frequency domain, and data aug-
mentation via back translation. The final model
for both sub-tasks is an ensemble that combines
predictions for all the extensions.

AIMH [19] participated to both sub-tasks with a vision-
text dual encoder approach. They used ViT to en-
code images and RoBERTa/BERT to encode texts.
Authors experimented with different inputs for
their model. They generated image captions and
automatically translated Italian texts to English.
They tested various input combinations and chose
to use English texts and images as inputs for their
final model.

ExtremITA [20] participated with a text-only approach
aimed at solving all EVALITA tasks via prompt
engineering of Large Language Models. The
team proposed two Italian models, an encoder-
decoder based on T5 [21] and an instruction-
tuned decoder-only model based on LLaMA [22].

HIJLI-JU-CLEF [23] proposed a text-oriented model
to solve sub-task 1. The model uses a pre-trained

*https://scikit-learn.org/stable/supervised_learning.html
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Table 3
Sub-task 1 - Official Test Set.

Rank TEAM-RUN F1-Score
1 Polito-P1 0.512
2 extremlITA-camoscio_lora 0.507
3 AIMH-MYPRIMARYRUN 0.488
4 Baseline-SVM_TEXT 0.479
5 Baseline-SVM_MULTI 0.463
6 Baseline-MLP_TEXT 0.448
7 Baseline-MLP_IMAGE 0.402
8 HIJLI-JU-CLEF-Multi 0.393
9 Baseline-SVM_IMAGE 0.386
10 Baseline-MLP_MULTI 0.374
Table 4
Sub-task 1 - Additional Test Set.
Rank TEAM-RUN F1-Score
1 extremITA-camoscio_lora 0.464
2 PoliTo 0.460
3 extremI TA-it5 0.348

model applied to image captions and a pre-trained
model to translate Italian texts into English. Fi-
nally, it uses translated texts and captions as in-
puts to either a BILSTM or a Transformer-based
model to classify the data.

Participating systems and baselines were evaluated
and ranked according to the evaluation criteria described
in Section 4. In the following, we present the results on
each sub-task.

5.1. Results of Sub-task 1

All participating systems attempted to solve the Multi-
modal Fake News Detection sub-task. Tables 3 and 4
detail the obtained results of each system including base-
lines on the Official and Additional test sets, respectively.

As for the Official test set, the PoliTo ensemble model
and the LLaMA-based ExtremITA model ranked first and
second, with close results. The AIMH vision-text dual en-
coder model ranked third. All three models were able to
outperform all baseline systems, albeit marginally. The
best performing baselines are the text-based and mul-
timodal SVM models. The other baseline models per-
formed significantly worse. Finally, the HIJLI-JU-CLEF
text-oriented system was able to outperform two out of
the six baseline models proposed, ranking fourth among
participants and eighth globally.

As for the Additional test set, the best performing
model was the LLaMA-based ExtremITA, closely fol-
lowed by the PoliTo ensemble approach. The T5-based
ExtremITA model performed significantly worse. The

Table 5
Sub-task 2 - Official Test Set.
Rank TEAM-RUN F1-Score

1 Polito-P1 0.517
2 Baseline-MLP-TEXT 0.506
3 Baseline-SVM-TEXT 0.482
4 Baseline-MLP-MULTI 0.461
5 Baseline-SVM-MULTI 0.442
6 Baseline-SVM-IMAGE 0.436
7 AIMH-MYPRIMARYSUB 0.421
8 Baseline-MLP-IMAGE 0.373

AIMH and HIJLI-JU-CLEF systems did not participate in
the additional evaluation.

5.2. Results of Sub-task 2

Only the truly multimodal models participated in the
Cross-modal relations in Fake and Real News sub-task.
This is due to the fact that the task is inherently multi-
modal, and cannot be modelled properly with text-only
models: the relationship between image and text features
lies at the core of the task, and thus images have to be
modelled in some capacity to face it effectively.

Table 5 shows the results obtained by each system, in-
cluding baselines, on the Official test set. The PoliTo
ensemble model ranked first, outperforming all base-
line models, while the AIMH vision-text dual encoder
model outperformed only the image-only MLP model,
ranking seventh. Among baselines, surprisingly the best-
performing ones are the text-only models, followed by
the multimodal ones. We suspect that the text-only base-
line performances are to be attributed to chance rather
than to their effective modeling of the problem.

Only the PoliTo team participated in the Additional
evaluation, obtaining a weighted average F1-Score of
0.61.

6. Discussion

We can draw some interesting insights from comparing
the different proposed models both in terms of their ar-
chitectures and obtained results.

General findings. First, we can argue that multimodal
fake news detection and cross-modal analysis of images
and texts in the context of fake news are two rather
challenging tasks. As shown by agreement metrics, it was
a challenging task for annotators as well (see Sec. 3). This
is reflected also by the fact that even the best performing
systems were not able to considerably improve over the
baseline models results.



As for performances between the Official and Addi-
tional test sets, we saw a rather large discrepancy among
tasks. We expected systems to perform better on data
from the same time period. This appears to be true for
sub-task 2, but not for sub-task 1. Note however that the
only true comparison can be made on the PoliTo system,
as it is the only one that participated to the Official and
Additional evaluation for both tasks.

Finally, we must point out the weaknesses of the base-
line models. While participating systems were able to
perform consistently across sub-task and test sets, the
performances of the baseline systems exhibit significant
variability, with the relative rankings and performance
disparities among models varying across tasks. This sug-
gests that the baselines are unable to adequately model
features of both modalities and to leverage them for the
tasks.

The architectures of the systems. In sub-task 1, only
two out of the four participating systems could be con-
sidered as truly multimodal, since they explicitly model
image-level features (i.e., with an image encoder model).
They are quite similar in principle: both leverage a dual
encoder architecture [24] with a classification layer. A
ViT image encoder was chosen by both approaches, albeit
trained on different data. The text encoders employed
in the AIMH system are RoBERTa (for English transla-
tions) and an Italian version of BERT for original texts.
The PoliTo team uses the FND-CLIP text encoder, which
is based on GPT instead. The popularity of CLIP-like
Vision-Language models is evident due to their versa-
tility and ease of adaptation for various scenarios and
downstream tasks, including fake news detection.The
main differences are the extensions (e.g., the inclusion
of sentiment-aware text features and image transforma-
tions) proposed by the PoliTo team. Authors report per-
formance increases with all proposed extensions, with
the ensemble classifier performing best. The remaining
two systems either disregard images due to the model
architecture (ExtremITA) or consider their automatically
generated caption (HIJLI-JU-CLEF), shifting the problem
to a text-only space.

The role of textual content. The results of sub-task
1 do not directly highlight a clear advantage of a multi-
modal approach over a uni-modal one. Two out of the
three models which outperform all the baselines are actu-
ally multimodal, with the PoliTo FND-CLIP-IT ensemble
outperforming all the others. However, the runner-up
was the text-only Italian LoRA based on LLaMA with
near identical performances.

We can hypothesise that while modelling images in
conjunction with text is actually helpful for determining
whether a piece of content is a real or a fake news, a

large part of the key information to answer the ques-
tion lies within the textual content. If we assume this,
it is easier to understand how model scale also plays a
crucial role in performances. The only Large Langauge
Model (LLM) presented can get close to the performances
of a more refined and nuanced approach in a few-shot
setting via prompting. Note that this may hold true re-
gardless of the fact that Italian pre-trained LLMs are still
not consistently outperforming all other approaches as
their English counterparts due to their sheer size [25].

The importance of additional processing. Sub-task
2 was specifically developed to frame the problem as a
multimodal one. Only the two truly multimodal systems
participated. As previously discussed, both systems em-
ploy a similar architecture and are arguably comparable
in terms of model sizes. Thus, we can hypothesize that
the difference in performances both in sub-task 1 and
2 may be attributed mostly to the additional processing
and extensions applied by the PoliTo system. We could
further argue that the tasks are both very complex and
nuanced, and additional forms of processing and/or fea-
tures may provide important benefits in this scenario,
rather than sole reliance on textual and visual features
extracted from pre-trained models.

7. Conclusions and future
directions

In this paper, we presented the MULTI-Fake-DetectiVE
shared task for EVALITA 2023. The task was focused on
multimodality in the context of fake news. We considered
the problem from two perspectives: we wanted to assess
fake news detection systems in a multimodal setting, and
we wanted to understand how text and images influence
each other in the interpretation of a piece of content in
the context of fake and real news. We framed both as
classification problems.

We saw an interesting degree of variety among pro-
posed systems, which we categorized as truly multimodal
or text-oriented. By analyzing the proposed approaches
and their results, we can summarise our findings as fol-
lows. First, multimodal fake news detection is a very
challenging task, especially when considering near real-
world scenarios. Second, we saw that for similar vision-
language models, both in terms of architecture and model
scale, extending the boundaries of the problem by consid-
ering additional and/or alternative processing strategies,
including affective-oriented features and image process-
ing in the frequency domain, is highly beneficial. Third,
we saw that model scale plays also an important role,
with pre-trained LLMs approaching the performances of
thoroughly fine-tuned systems.



Our findings suggest that the problem is still open
and that moving forward it could be advantageous to
jointly leverage the advantages of the best-performing
approaches, for instance by focusing on Large pre-trained
Vision-Language models augmented with additional fea-
tures (e.g., by using available emotive resources [26]) via
either fine-tuning or appropriate prompt tuning/engi-
neering.

Due to the current challenges posed by deceptive or
misleading content on social media, we believe that an
effective understanding and modelling of such a complex
problem may prove to be highly beneficial in contrasting
online disinformation. In this regard, the MULTI-Fake-
DetectiVE task, including the proposed approaches and
the provided datasets, may serve the Italian NLP commu-
nity as an initial stepping stone in addressing this issue
for the Italian language.
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