CEUR-WS.org/Vol-3473/paper34.pdf

AIMH at MULTI-Fake-DetectlVE: System Report

Giovanni Puccetti!, Andrea Esuli’

!ISTI » Area della Ricerca CNR, via G. Moruzzi 1, 56124 Pisa, Italy

Abstract

This report describes our contribution to the EVALITA 2023 shared task MULTI-Fake-DetectIVE which involves the classifica-
tion of news including textual and visual components. To experiment on this task we focus on textual data augmentation,
extending the Italian text and the Images available in the training set using machine translation models and image captioning
ones. To train using different set of input features, we use different transformer encoders for each variant of text (Italian,
English) and modality (Image). For Task 1, among the models we test, we find that using the Italian text together with
its translation improves the model performance while the captions don “t provide any improvement. We test the same
architecture also on Task 2 although in this case we achieve less satisfactory results.

Keywords
MULTI-Fake-DetectIVE, Fake News, Multimodality

1. Introduction

Misinformation, intentional or not, is an ubiquitous phe-
nomenon in social media. Whether due to malicious
intent or scarce reviews, the number of outlets producing
incorrect information is growing over time [1]. While the
only true mean to protect one self from misinformation is
careful review of trustworthy sources, the development
of sound quantitative approaches for fake news detection
is a worthy endeavour.

In this context there are works providing benchmark
datasets for the very task of fake news detection in Twit-
ter [2], however this is generally tackled in a unimodal
setting where textual information is the only one exam-
ined. In this context, the MULTI-Fake-DetectIVE task
[3], part of the EVALITA 2023 campaign [4] proposes to
add multimodality, by challenging participants to classify
fake news using both textual and visual features.

The task consists in classifying tweets reporting news
about the war in Ukraine with both textual and visual
content according to whether the reported news is true
or fake. The task is subdivided into two subtasks:

« the first subtask is about detecting fake news by
assigning a label among Certainly False, Probably
False, Probably True, Certainly True;

« the second subtask is focused on detecting the
agreement between text and image by assigning
a label among Misleading, Non Misleading, Unre-
lated, which respectively indicate if the content of
text and image support different interpretations,
the same interpretation or are unrelated.
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To perform the task we focus on exploring the effec-
tiveness of augmenting the dataset by adding variants
of the input extrapolated from both the existing text in
Italian as well as the images leveraging the knowledge
available in pre-trained models.

The idea of exploiting knowledge implicitly encoded
in large pretrained models is used in several contexts
with different goals, ranging from Neural Databases [5]
to synthetic text detection [6].

The rest of the report is structured as follows: section 2
reports relevant literature, section 3 covers details of the
dataset we found while preparing the models, section 4 is
the System Description, section 5 outlines the results we
obtained, and finally in section 6 we draw the conclusions
of this work.

2. State of the Art

Recently, multimodal classification is tackled with visual
language models such as OSCAR [7], VinVL [8] or with
separate text and image encoding networks [9]. Built
upon the idea of creating a shared representation space
between text and images, developed in CLIP [10], sev-
eral image captioning models have also been developed
such as CoCa [11], we also try experimenting with these
architecture for data augmentation. We could also use
Multimodal Large Language Models for this same goal,
i.e. augmenting data, some of the best performing ones
are BLIP-2 [12] and Llava [13] these are too computation-
ally costly and we avoid using them. Instead, to perform
data augmentation across languages we employ Italian
to English Neural Machine Translation models [14, 15].
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Figure 1: The labels distribution in the training dataset for
Task 1 and 2.

3. Data

We perform an analysis of the dataset meant to under-
stand if there are task specific preprocessing we have to
apply to the data.

Figure 1 shows the distribution of labels in both tasks,
we notice that both have heavily unbalanced distribution.
The dataset of Task 1 Figure 1 shows how (likely) True
news are the majority of samples, indeed, while ubiqui-
tous in our everyday experience on the web, (likely) Fake
news are still a minority of the total information shared.

Accordingly, for Task 2 Figure 1 shows that instances
where Image and Text are heavily non aligned are also a
minority.

While inspecting Task 1 training dataset, we observe
non negligible data duplication, more specifically, there
is 13.6% duplicated training samples, which we remove.
On the contrary the dataset for Task 2 does not show any
repetition.

4. Description of the System

In this Section we describe the methodology we devel-
oped to tackle the MULTI-Fake-DetectIVE task. We re-
port the choices made and the steps that led us to them.
In particular, we focus on data augmentation, for which
we mainly adopt two systems working either on text or
on images. Our architecture follows the one proposed by
Gallo et al. [9].

We focus on data augmentation because the dataset
is composed of Italian texts and since there aren’t many
models pre-trained specifically on this language we ex-
plore how well translating to English works. From here

on, by sample we refer to a set of texts and images com-
posing a single piece of news. Similarly, by features we
indicate both texts or images.

To explore several data augmentation possibilities
we build a unique pipeline that allows to add multi-
ple pretrained models to process different input features
schemes, based on different sets of texts and images.

Figure 2 outlines our architecture, using the same no-
tation as in the figure, for each input sequence/image
(Feature;) in a sample, we use a pretrained model to
embed it (N;), then we add a linear layer (Linear;)
that maps all embeddings to the same dimension, finally
we sum all such embeddings (entry-wise) to create a
shared hidden state (Hidden State) and pass this vec-
tor through a linear layer (Classi fication Head) that
maps it to a vector with length equal to the number of
classes, 4 for task 1 and 3 for task 2. During training we
optimize all parameters, including those of the pretrained
models N;.

4.1. Data Augmentation

The architecture we use allows us to seamlessly use as
input any number of texts and images for each sample,
in particular by adding extra features. We add features
in two ways:

+ We translate the textual documents to English
using an open-source machine translation model
[14, 15], in particular an Italian to English model’;

« We caption the images using an image captioning
model CoCa [11] fine tuned on the MSCOCO [16],
Wwe use an open source version °.

Adding these extra inputs gives us the possibility to
compose samples with different sets of features among
Italian Text, English Text, English Caption, Image. We
evaluate three sets of features:

« English Text, Image;
« English Text, Italian Text, Image;
o English Text, English Caption, Image.

4.2. Small Scale Ablation Study

All the models we test share the same high level archi-
tecture as shown in Figure 2, as mentioned above we
use different pretrained transformer encoders to embed
different modalities, sum all the embeddings entry wise
after mapping them to the same dimension through a
linear layer and finally with another linear layer we map
to a vector with length the number of labels, finally we
compute the usual Cross Entropy Loss for classification.

'www.huggingface.co/Helsinki-NLP/
Zhttps://laion.ai/blog/coca/
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Figure 2: Neural Network architecture adaptable to several inputs schemes, IN; are pretrained transformers chosen specifically
for each input augmented with a linear layer to map all output to the same dimension (512).

While summing the encoding of separate features, we
multiply each of them by a coefficient, let us call it cv; (e.g.
Oeng—text is the coefficient multiplying the embedding
for the English translation), that modulates the relative
importance of each feature. Similarly each feature has its
own pre-trained encoder, we use the following ones:

« VIT [17] and in particular the vit-large-patch32-
384 version® to encode images;

+ RoBERTa large [18] to encode text in English,
either the translated texts or the generated cap-
tions;

. aversion of BERT-base pretrained on Italian® to
encode all Italian text we use.

We perform all our validation test by splitting the
training dataset in 80% training and 20% validation. The
main architecture choices we make are, the shared size to
which we map the embeddings output by each encoder,

Shttps://huggingface.co/google/vit-large-patch32-384
*https://github.com/dbmdz/berts

the «; that multiply each of the embeddings before sum-
ming them, the classification head shape and the pre-
trained models we use. Let us list how we chose each of
them:

« For the vector size, we experiment with 512 and
1024, seeing that performance does not change
depending on these two setting we use the smaller
value, 512 in all our experiments.

« Concerning the a; of each modality, we notice
that dteng—teat is the most relevant one and after
some tests, we choose the parameters as follows,
Qeng—tewt = 1.0 and all others equal to 0.1.

« The final ablation we have performed concerns
the classification head, which eventually we
choose to be a single linear layer with input size
512 and output size the number of labels, 4 for
task 1 and 3 for task 2.

« Initially, we tried a different version with two
Linear layers with tanh activation function in
between and the hidden size of 2048, but this leads
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Certainly Fake  Probably Fake

Probably Real ~ Certainly Real  weighted avg

support 16 52 106 21 195

precision 26.7 38.2 60.6 21.4 47.6

recall 25.0 25.0 75.5 14.3 51.3

f1-score 25.8 30.2 67.2 17.1 48.6
Table 1

Per class metrics using English Text, Image as features, our official task 1 submission (In bold the score used for the task).

Misleading ~ Unrelated ~ Not Misleading ~ weighted avg
support 45 75 99 219
precision 28.3 46.8 47.6 43.3
recall 37.8 48.0 39.4 42.0
f1-score 32.4 47.4 43.1 42.4
Table 2

Per class metrics using English Text, Image as features, out
official Task 2 submission (In bold the score used for the
task).

to lower performance (although comparable) in
all our experiments.

« Similarly, while choosing architecture we experi-
mented with smaller versions of each transformer
encoder, namely: (a) VIT with patch16-224 instead
of patch32-384; (b) roberta-base instead of roberta-
large; (c) bert-base pretrained on English instead
of Italian. However, while faster to train, switch-
ing any pretrained model to its smaller version
reduced performance and therefore we opt for
the larger ones when performing the grid search
to choose our best model.

4.3. Hyper Parameter Selection

For Task 1 we perform a grid search using as features:
English Text, Image.
We sweep over the following hyper parameters:

« learning rate: le-5, 2e-5, 3e-5, 5e-5;

» Max epochs: 3, 4, 5, 10, 20;

« Warmup steps: 0, 100;

« Batch size: 4, 8 (other values would not fit into
our machine).

The best performance on our validation set is obtained
with warmup 0, batch-size 8, epochs 4 and learning rate
le-5 and therefore we use this set of hyper parameters
when training with all groups of features’.

Due to limitations in GPU memory, we clip all se-
quences to 256 length. We also tested a length of 400

SPerforming a separate grid search for each feature group was
not feasible.

using English Text and Images only, however this did not
seem to affect performance’.

Comparing the results obtained on our validation set
when using different groups of features we eventually
choose to only use the translated text together with the
Images, as adding Italian didn’t appear to provide signifi-
cant improvements.

We tackle Task 2 keeping everything as we did in Task
1 switching training set.

5. Results

5.1. Task 1

Table 1 shows the performance of our approach on the
first task. In bold we report the metric that has been used
to evaluate our model, it reports how the class balance
in the training set is reflected into per-class performance
into the official test set (measured with the official evalu-
ation script). Indeed the Certainly Real class is the most
numerous in this case too as well as the one where our
model is best performing. It is interesting to notice how
the model performs better on the Certainly False class
compared to the Certainly Real one despite the second
being more populated, we speculate this is due to the
similarity with the Probably Real class.

Although we chose a different method to submit to
Task 1, we show that including the Italian text results
into promising results on the official test set. Table 3
shows how this approach performs on the official test set
and indeed it would improve over our submission.

Unlike adding the Italian text, using the captions does
not results in performance improvements. Table 4 shows
the performance obtained while adding the Captions for
the images, generated by CoCa [11] and processed with
a different roberta-large model.

5.2. Task 2

For task 2, we chose to keep all parameters as in Task 1.

®Other configurations using more features do not fit in memory
for length of 400. All experiments are performed on NVIDIA GTX
Quadro with 24GB of VRM.
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Cert. Fake ~ Prob. Fake  Prob. Real ~ Cert. Real  weight. avg Cert. Fake  Prob. Fake  Prob. Real ~ Cert. Real ~ weigh. avg
support 16 52 106 21 195.0 support 16 52 106 21 195
precision 50.0 41.2 62.9 20.0 51.4 precision 12.5 46.2 59.6 20.0 479
recall 438 26.9 78.3 14.3 549 recall 6.2 23.1 82.1 14.3 52.8
f1-score 46.7 32.6 69.7 16.7 52.2 f1-score 8.3 30.8 69.0 16.7 48.2
Table 3 Table 4

Per class metrics for Task 1 with features English Text, Italian
Text, Image (In bold the score used for the task).

Table 2 shows the scores we obtain on the official Test
set for Task 2, it appears that the model we use can’t
recognize the Misleading class for which f1-score is 32.4%
while it does manage to achieve higher values on the
remaining classes. We conclude that the relation between
the Text and Image embeddings are not well captured by
this model.

6. Conclusions

We have tackled the MULTI-Fake-DetectIVE task trying
and improve performance with textual data augmenta-
tion techniques.

We show that our approach does provide some im-
provements and this is relevant as text-based data aug-
mentation is a novel way to exploit the knowledge
present within large pretrained models, made recently
possible by pretrained models and has several application
settings [19].

Moreover, in this report we show how using both Ital-
ian and English data at once, even though the English one
is the translation of the Italian text, provides significant
improvements in Task 1.

On the contrary, the lower performance of the model
in Task 2 underlines how the relations between text and
images are not well captured by our model and this offers
the opportunity for further improvements.

A structural limitation of our approach is that, al-
though we know that the dataset is composed of both
tweets and articles and that the second document type
is generally much longer than the tweets, we have not
experimented with ways to use this longer context.

This too offers a promising future step, using longer
context transformers when embedding text, while keep-
ing our overall scheme of translating to English might
give further improvements.

Indeed, given the scarcity of longer context transform-
ers trained on Italian the English translation might be
useful in this case as well.
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