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Abstract
Conspiracy theories, prevalent in contemporary society, often propagate misinformation and distrust, impacting public opinion
and decision-making processes. In this paper, we present an automated approach to detect and classify conspiracy theories in
Italian to address the Automatic Conspiracy Theory Identification (ACTI) task. Our methodology leverages a transformer-based
architecture trained on a multi-task problem to tackle the challenging task of conspiracy theory identification. Through this
multi-task learning framework, we aim to build a single model capable of addressing both the detection and the classification
tasks simultaneously. We show that tackling both problems in a multi-task setting results in improved performance w.r.t.
simple transformer-based solutions.

Keywords
transformers, conspiracy theory, deep learning, natural language processing

1. Introduction
Conspiracy theories have become a pervasive phe-
nomenon, spreading through various communication
channels, including social media platforms and online
communities. These theories often involve the belief in
secret plots or covert actions orchestrated by influential
entities, which aim to manipulate events, control nar-
ratives, or conceal the truth. While some conspiracy
theories may seem harmless or merely speculative, many
have far-reaching consequences, potentially eroding trust
in institutions, sowing discord among communities, and
hindering informed decision-making processes: in re-
cent years some of these conspiracies have been involved
in the Capitol Hill attack (QAnon [1]) and hindered the
efforts made toward the mitigation of the COVID-19 pan-
demic (e.g. resulting in lower vaccination and social
distancing responses [2]), thus effectively jeopardizing
lives.

The prevalence and impact of conspiracy theories ne-
cessitate effective methods for their detection and classi-
fication. Manual identification and analysis of conspir-
acy theories are time-consuming, resource-intensive, and
subject to bias. Mainstream platforms (e.g. Reddit, Face-
book) need to apply moderation policies at the commu-
nity level. Given the limitations of the currently adopted
approaches [3, 4], a more suitable methodology is re-
quired to address an efficient identification and classifica-
tion of conspiracy theories that are constantly evolving.
For these reasons, the Automatic Conspiracy Theory
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Identification (ACTI) [5], one of the tasks of EVALITA
2023 [6], is aimed at advancing the automation of these
tasks for the Italian language. In particular, the task iden-
tifies two main goals: detecting whether a short piece of
text is conspiratorial in nature or not and, if so, to which
kind of conspiracy theories it conforms.

The detection of conspiracy theories in online contents
is not a new one: other works have focused, for exam-
ple, on the detection of conspiracies and misinformation
related to COVID-19 [7], whereas the authors in [8, 9]
propose building an automated pipeline for the detection
of conspiracy theories and their diffusion by analyzing a
network of actors and the interactions occurring within.
To the best of our knowledge, ACTI is the first challenge
on the detection of conspiracy theories with a specific
focus on the Italian language. It should be pointed out,
however, that the problem under study often spans across
multiple languages, given the often English-centric ori-
gin of such theories. Various works have focused on the
cross-lingual detection of adjacent topics, such as hate
speech [10] and fake news [11], or sentiment analysis
[12, 13], thus offering useful building blocks for future
possible applications.

In this paper we propose leveraging Natural Language
Processing (NLP) techniques to address the ACTI task.
We employ a pre-trained transformer-based model fine-
tuned to address both subtasks simultaneously. The
source code for the proposed method is openly available
on GitHub1

The remainder of this paper is organized as follows:
Section 2 provides an overview of the subtasks and the
data, Section 3 introduces the proposed method to ad-
dress both subtasks and Section 4 presents the results
obtained. Finally, Section 5 draws conclusions based on

1https://github.com/fgiobergia/EVALITA-ACTI-2023
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the results achieved.

2. Problem overview
The ACTI task is focused on the detection and classifica-
tion of conspiracy theories based on short text posts. The
data is collected from Telegram Channels and is entirely
in Italian, with the exception of some short citations in
English. In particular, two subtasks are proposed:

• Subtask A: the main goal is to detect whether
a post is conspiratorial in nature or not, so the
problem is framed as a binary classification one.
A training set 𝒟𝐴 containing a total of 1,841 posts
is made available, with approximately 50% of the
messages within being conspiratorial and 50% not.
The metric used for the evaluation of this subtask
is the macro𝐹1 score (i.e. the unweighted average
𝐹1 score for the two classes). The unlabelled test
set is instead comprised of a total of 460 posts.

• Subtask B: in this task, the posts provided can be
classified as conforming to one of four conspiracy
theories, namely Covid, QAnon, Flat Earth, Rus-
sia (more details on each conspiracy theory are
provided in the task paper). Each post should be
classified as belonging to either one of these cate-
gories2 based on its contents. The training set 𝒟𝐵

is comprised of 810 samples, with an approximate
split of 50/30/10/10 among the Covid, QAnon, Flat
Earth, Russia classes. The unlabelled test set con-
tains 300 unlabelled samples. The macro 𝐹1 score
is used as the main evaluation metric for this
problem.

Finally, we note that there are some overlaps in the posts
contained in the two subtasks. While this is not, in gen-
eral, a problem when the two training sets overlap (al-
though it needs to be kept into account for a multi-task
solution, to avoid data leakage during validation), we
note that the test set of Subtask A has 164 posts in com-
mon with the training set and 66 with the test set of
Subtask B, for a total of 230 posts that can be easily as-
sumed to be conspiratorial in nature. In the spirit of a
fair competition this information has obviously not been
used in any way during the competition.

3. Methods
Let 𝑋 be the set of all possible inputs (i.e. Telegram posts)
and 𝒞 be the set of possible conspiracies. We can formal-
ize Subtask A as building a model 𝑓𝐴 : 𝑋 → [0, 1] that

2We note that some conspiracy theories are strongly related to
one another (e.g. QAnon and Covid), so the identification of a single
class may at times lead to ambiguous results.

estimates the probabilities for a post to be conspiratorial
in nature and Subtask B as a model 𝑓𝐵 : 𝑋 → [0, 1]|𝒞|

that estimates the distribution of probabilities across con-
spiracy classes (the following hold for all 𝑥: 𝑓𝐵(𝑥)𝑖 ≥ 0
and

∑︀
𝑖 𝑓𝐵(𝑥)𝑖 = 1). We note that, although the two

functions produce different results, they work on the
same inputs. We thus propose building an encoding func-
tion 𝑒 : 𝑋 → R𝑑 that projects the inputs into a shared
latent space, and two head functions ℎ𝐴, ℎ𝐵 such that
𝑓𝐴 = ℎ𝐴 ∘ 𝑒 and 𝑓𝐵 = ℎ𝐵 ∘ 𝑒. In other words, we aim
to build robust shared representations by framing the
problem as a multi-task one.

By introducing a common encoder, we can use two
simple classification models for the heads, deferring the
complexity of the entire model to 𝑒(·). In particular, we
use a pre-trained transformer which is fine-tuned on
the conspiracy theory detection and classification tasks
simultaneously.

To solve this multi-task problem we adopt a loss func-
tion that evaluates the model based on the two separate
targets. In particular, detecting whether a message is
conspiratorial in nature is a binary problem that can be
evaluated in terms of binary cross-entropy. For a given
message 𝑥𝑖 with binary conspiratorial label 𝑦(𝐴)

𝑖 , we de-
fine the conspiratorial loss function as:

ℒ(𝐴)(𝑥𝑖, 𝑦
(𝐴)
𝑖 ) = −𝑦

(𝐴)
𝑖 𝑙𝑜𝑔𝜎(𝑓𝐴(𝑥𝑖))

− (1− 𝑦(𝐴))𝑙𝑜𝑔(1− 𝜎(𝑓𝐴(𝑥𝑖))) (1)

Where 𝜎(·) is the sigmoid function. By contrast, the
loss function for the conspiracy theory classification is
a multi-class classification problem. As such, we aim
to minimize the cross-entropy between the predicted
probability distribution and the ground truth value 𝑦

(𝐵)
𝑖 ,

defined as follows:

ℒ(𝐵)(𝑥𝑖, 𝑦
(𝐵)
𝑖 ) =

∑︁
𝑗

𝑦
(𝐵)
𝑖𝑗 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑓𝐵(𝑥𝑖))𝑗 (2)

We note that the datasets available for the two tasks
are not the same, although some overlaps occur. Because
of this, the two losses ℒ(𝐴) and ℒ(𝐵) cannot be com-
puted for all points. In particular, points that are not
conspiratorial in nature (𝑦(𝐴) = 0) are not associated
with any conspiracy theory, thus making the term ℒ(𝐵)

meaningless. Similarly, points that are conspiratorial in
nature but only appear as a part of the dataset for Subtask
A are not annotated with a ground truth label regarding
the conspiracy theory to which they conform. Because
of this, all points that belong exclusively to the dataset
for Subtask A can only be evaluated in terms of ℒ(𝐴).
Instead, all points exclusively belonging to Subtask B are
guaranteed to be conspiratorial in nature. Because of this,
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Figure 1: Architecture used for the proposed solution. In green are the trainable portions of the pipeline. The encoder used is
transformer-based. The output vector for the [CLS] token is used as representative of the entire input sentence.

we infer for those points that 𝑦(𝐴) = 1. This consider-
ation makes it reasonable to assume that the multi-task
approach proposed should be particularly beneficial in
terms of improvements on Subtask A.

The overall loss is obtained as a weighted sum of the
above terms:

ℒ = ℒ(𝐴) + 𝜆1(𝑥𝑖 ∈ 𝒟𝐵)ℒ(𝐵) (3)

Where 𝜆 is used to balance the important that the two
loss terms play in the overall predictions, and 1(·) is a
selector that applies the second loss term only for terms
where that portion can be applied meaningfully.

Figure 1 summarizes the architecture for the proposed
methodology from inputs to the computation of the over-
all loss. Since we make use of transformer-based en-
coders, we note that we adopt the final hidden state cor-
responding to the [CLS] token as representative of the
semantic contents of the entire message [14].

4. Results
The experimental section aims to evaluate the effective-
ness of our proposed approach for detecting and classify-
ing messages containing conspiracy theories. We present
the main choices made in terms of encoder adopted, as
well as results in terms of choice of hyperparameters.

4.1. Model evaluation
As already discussed, the models are evaluated on both
subtasks by means of the macro 𝐹1 score metric. This
metric is particularly useful when evaluating models on

unbalanced classes, as is for example the case with Sub-
task B.

We report some of the main results (i.e. encoders
choice and multi-task vs single tasks comparison) in
terms of performance on the final test set, whereas the
other results on definition of 𝜆 in terms of performance
on a validation set that has been obtained as a 20% hold
out from the available dataset.

The test set made available for the competition is split
intro a public and a private subsets (used for different
parts of the competition itself). Both scores have been
made available, for each submission, at the end of the
challenge. For Subtask A, the private/public test is a 70/30
split, whereas for Subtask B the private/public test split
is approximately 50/50.

For conciseness, we report an aggregated result that
covers both private and public scores simultaneously
with the aforementioned weights: more specifically, if
𝐹

(𝐴)
1,𝑝𝑢𝑏𝑙𝑖𝑐 is the score obtained on the public set for sub-

task A and 𝐹
(𝐴)
1,𝑝𝑟𝑖𝑣𝑎𝑡𝑒 is the score obtained on the private

set, we report𝐹 (𝐴)
1 = 0.3𝐹

(𝐴)
1,𝑝𝑢𝑏𝑙𝑖𝑐+0.7𝐹

(𝐴)
1,𝑝𝑟𝑖𝑣𝑎𝑡𝑒. Sim-

ilarly, we report 𝐹 (𝐵)
1 = 0.5 𝐹

(𝐵)
1,𝑝𝑢𝑏𝑙𝑖𝑐 + 0.7 𝐹

(𝐵)
1,𝑝𝑟𝑖𝑣𝑎𝑡𝑒.

We note that, despite assigning the same weights to the
same partitions, the reported metrics are not the same
as computing the 𝐹1 scores on the entire test set – an
operation that cannot be performed with the information
at hand.

The overall metric used to evaluate the performance in
the competition is a weighted average of the performance
obtained on the two tasks, with weights 0.6 and 0.4 for
Subtasks A and B respectively. Thus, we additionally
report the overall score 𝐹1 = 0.6 𝐹

(𝐴)
1 + 0.4 𝐹

(𝐵)
1 .
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Figure 2: Performance of the model in terms of 𝐹1 score (A,
B, overall) as the parameter 𝜆 varies.

4.2. Hyperparameters tuning
The main hyperparameters to be configured for the pro-
posed pipeline is the 𝜆 coefficient. Other parameters that
are generally important, but not specific to this precise
context (e.g., number of training epochs, learning rate,
layer sizes, optimizer) will not be covered in detail and
can be found as a part of the provided source code.

The choice of a valid value for 𝜆 is quite specific to the
conspiracy theory detection problem, as it represents the
trade-off coefficient between the capability of detecting
conspiratorial contents and being able to correctly assign
them. Figure 2 shows how the performance of the model
(based on BERT-Italian-XXL-uncased – as explained in
the next subsection) varies as 𝜆 increases. Although the
best value in terms of overall 𝐹1 score is observed for
𝜆 = 0.2, we identify 𝜆 = 1 as being a more robust choice,
considering the overall optimal behavior in the interval
centered around that value.

4.3. Encoder choice
In recent years a wide variety of transformer-based mod-
els have been introduced for various languages, including
Italian. An a priori choice regarding the most suitable
model is not trivial to make. Therefore, we ran a bench-
mark study to assess how well various models behave
on both tasks. In particular, we compare results obtained
for the following models:

• Italian ELECTRA [15], an encoder-only archi-
tecture based on the ELECTRA model [16]; a
method trained on detecting corruptions of the
input introduced using a generator network. We
test both the generator and discriminator versions
of Italian ELECTRA.

• BART-IT [17], a sequence-to-sequence model
based on the BART [18] architecture that is specif-

Model F
(A)
1 F

(B)
1 F1

BERT-Italian-XXL-uncased 0.8930 0.8475 0.8748
BERT-Italian-XXL-cased 0.8686 0.8363 0.8556

BERT-Italian-base-uncased 0.8953 0.8082 0.8605
BERT-Italian-base-cased 0.8867 0.7920 0.8488

BART-IT-WITS 0.8494 0.8431 0.8469
BART-IT-IlPost 0.8504 0.8373 0.8452

BART-IT-FanPage 0.8327 0.8490 0.8393
BART-IT 0.8513 0.8322 0.8437

ELECTRA-XXL-discriminator 0.8886 0.8260 0.8635
ELECTRA-XXL-generator 0.8622 0.7693 0.8251

Table 1
Macro 𝐹1 scores for the various encoding models used.
Performance measured on subtasks A and B separately,
as well as with the overall score (computed as 𝐹1 =

0.6 𝐹
(𝐴)
1 + 0.4 𝐹

(𝐵)
1 ). In bold are the best performing

models for each metric. Underlined are the second best mod-
els.

ically tailored to the Italian language. BART-IT
has been shown to outperform other state-of-
the-art architectures on various tasks. We note
that, on top of the original BART-IT model, three
additional versions have been fine-tuned on ab-
stractive summarization tasks on various datasets:
FanPage, IlPost [19] and WITS (Wikipedia for
Italian Text Summarization) [20]. Since these
three data sources have rather different scopes
and styles, we assess the quality of the various
fine-tuned versions.

• Italian BERT [21], a BERT-based model [14]
trained on a recent Wikipedia dump as well as
data from the OPUS corpora3 collection. We use
both a cased and uncased version as well as a base
and an XXL ones.

All models have been fine-tuned for a total of 11 epochs,
considering that no meaningful improvement in perfor-
mance on the validation set has been observed after this
point. To reduce the computational cost, we only at-
tempted a value for 𝜆 = 1 during the training of all
models.

Table 1 presents the results obtained on the 10 models
that have been tested. The best-performing model, in
most cases, is BERT-Italian-XXL-uncased. The rest of
the experiments presented will be performed using this
encoder only, as a way to reduce the computational cost
required.

4.4. Multi-task effect
Table 2 shows the results that are achieved by the multi-
task model in contrast to the ones that can be obtained

3https://opus.nlpl.eu/

https://opus.nlpl.eu/


Task F
(A)
1 F

(B)
1 F1

Multi-task 0.8930 0.8475 0.8748
A only 0.8370 - 0.8491*
B only - 0.8672 0.8491*

Table 2
Results in terms of 𝐹1 score when addressing the problem
with a multi-task approach, or as separate subtasks. In bold
are the best performing models for each metric. (* The overall
results for “A only” and “B only” are obtained by merging the
results obtained on the two subtasks separately.)

Submission F
(A)
1,private F

(A)
1,public F

(B)
1,private F

(B)
1,public

Submitted 0.8371 0.8389 0.8470 0.8360
Proposed 0.8907 0.8984 0.8805 0.8145

Table 3
Results in terms of macro 𝐹1 score on the private and public
sets, for both subtasks. Both the performance that have been
submitted at the end of the challenge (“Submitted”) and the
best ones achieved (“Proposed”) are shown.

by training the same model on only one of the tasks at a
time. As expected, we observe a significant improvement
in performance for Subtask A, whereas the performance
of Subtask B does not benefit from the introduction of
a multi-task approach. This can be explained in terms
of benefits that are introduced by the multi-task loss:
while points belonging to 𝒟𝐵 could all be labelled as
being conspiratorial (thus enhancing the dataset avail-
able for subtask A), points in 𝒟𝐴 are not beneficial to
the improvement of Subtask B (as they are either non-
conspiratorial, or the conspiracy theory to which they
conform is unknown).

4.5. Competition performance
The pipeline presented in this work is similar to the one
used to take part to the competition, with some minor
changes mainly regarding the adoption of BERT-Italian-
XXL-uncased instead of BART-IT, as well as not adopting
a different convolutional model in parallel. For the sake
of completeness, the private scores obtained during the
challenge are reported in Table 3, along with the best
ones obtained with the proposed method.

5. Conclusions
In this work we presented a transformer-based multi-task
approach to addressing a joint detection and classification
problem. We have shown the importance of choosing
the most suitable encoding model, as well as the benefits
of adopting a multi-task approach. We highlighted how
the current framing of the multi-task problem is only

beneficial to one of the subtasks. As a future work, we
aim to reframe the problem through a semi-supervised
approach that allows for the pseudo-labelling of all points,
thus aiming to improve the performance uniformly across
subtasks.
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