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Abstract
WiC-ita is a shared task proposed at the EVALITA 2023 campaign. The task focuses on the meaning of words in specific
contexts and has been modelled as both a binary classification and a ranking problem. Overall, 4 groups took part in both
subtasks, with 9 different runs. In this report, we describe how the task was set up, we report the system results, and we discuss
them.
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1. Introduction and motivation
Word Sense Disambiguation [1] is a Natural Language
Processing task with a long history and is extremely inter-
esting for the Computational Linguistics community. In
Word Sense Disambiguation (WSD), the goal is to disam-
biguate each word occurrence assigning to it the correct
sense from a predefined sense inventory, such as WordNet
[2]. The introduction of contextualized models, such as
BERT, allowing the representation of a word in different
contexts, steers the research focus to new tasks, such as
the Word in Context (WiC) task [3].

WSD and the WiC task are highly related: while the
former models in an explicit way the relationship between
the target word and its sense (taken from a predefined
sense inventory), the latter reduces it to a binary task. The
WiC task requires determining if a word occurring in two
different sentences has the same meaning or not. In recent
years, there has been a growing interest in the WiC task,
demonstrated by the creation of several different resources
and shared tasks covering more than 20 languages.

In general, the WiC task is of broad-scope interest,
as it is not limited to specific domains and can be use-
ful for several NLP tasks. Furthermore, the training and
the evaluation on a monolingual (Italian) or cross-lingual
(English-Italian) dataset is advantageous not only for the
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models for the Italian language. In fact, the transfer learn-
ing ability of WiC models across different languages is
proven in previous works [4], where models improve their
performance by training in other languages. Several ini-
tiatives have been proposed throughout the years: the first
one [3] being the proposal of the WiC task, which also
came along with a dataset but was limited to English. For
this reason, it was followed by the XL-WiC [5] dataset
which tried to tackle this issue by taking into account
a total of 15 languages. Next, the MCL-WiC [4] was
the first WiC dataset to introduce the Cross-lingual task.
The main motivation behind this particular choice was to
cover scenarios where systems have to deal with different
languages simultaneously, further highlighting the impor-
tance of this task in real-world applications. With AM2iCo
[6], the main aim was to focus on low-resource languages
and to ensure participating models must consider both the
target word and the context to achieve good performances.
Finally, in CoSimLex [7], the task is extended to pairs of
words that appear in a shared context, and the goal is to
determine to which degree they refer to the same concept.
This is done to capture the word polysemy as well as the
context-dependency of words.

Shared tasks regarding the WiC usually preserve its
binary design, where the two possible outcomes for each
entry are: true if the meaning of the target word changes
between the two sentences/contexts and false if it does
not. However, there can be some cases where it is not
so simple to determine the lack or presence of semantic
similarity in a discrete way. For this reason, we exploit
the 4-point relatedness scale introduced by [8, 9] in the
annotation process. The scale consists of 4 values, namely
4: Identical; 3: Closely Related; 2: Distantly Related;
1: Unrelated. A fifth value can be assigned (0: Cannot
decide) for uncertain cases.
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Unfortunately, as often happens in the Natural Lan-
guage Processing research area, some languages are more
represented than others, and the WiC task makes no ex-
ception in this sense. With the WiC-ITA task at EVALITA
2023 [10], we aim to fill this gap in the literature, making
openly available a resource that can undoubtedly foster
novel research.

2. Task Description
The general goal of the WiC-ITA task is to establish if
a word 𝑤 occurring in two different sentences 𝑠1 and 𝑠2
has the same meaning or not. The task is modelled with
two different subtasks, namely a binary classification one
(Subtask 1) and a ranking one (Subtask 2). Participants
were allowed to participate in one or both of the subtasks.
Details and examples of annotation are available on the
task website. 1

2.1. Subtask 1: Binary Classification
Subtask 1 is structured as follows: given a word 𝑤 oc-
curring in two different sentences 𝑠1 and 𝑠2, the goal is
to provide the sentences pair with a score determining
whether 𝑤 maintains the same meaning or not. Possible
outcomes for this subtask are:

• 0: the word 𝑤 has not the same meaning in the
two sentences 𝑠1 and 𝑠2;

• 1: the word 𝑤 has the same meaning in the two
sentences 𝑠1 and 𝑠2.

2.2. Subtask 2: Ranking
Subtask 2 is structured as follows: Given a word 𝑤 oc-
curring in two different sentences 𝑠1 and 𝑠2, the goal is
to provide the sentences pair with a score indicating to
which extent, in a 1-4 scale, 𝑤 has the same meaning in
the two sentences. The scoring system for this subtask is
a continuous value where 𝑠𝑐𝑜𝑟𝑒 ∈ [1, 4]. A higher score
corresponds to a higher degree of semantic similarity.

3. Dataset
The creation of datasets for the WiC task usually relies
on using sense inventories, such as WordNet or BabelNet
[11]. More specifically, sense inventories are often ex-
ploited for selecting target words, which should exhibit
polysemia, and for the generation of sentence pairs using
the sense examples provided, i.e. sentences in which the
target word occurs with the respective sense. After the
selection of target words and the generation of sentence

1http://wic-ita.github.io/.

Monolingual Cross-lingual
noun 177 128
verb 65 45
adjective 49 67
adverb 11 20

302 260

Table 1
Number of target words and number of words pairs per
PoS

pairs, only a small part of these are manually annotated/-
validated by human experts.

Differently from previous datasets, for the WiC-ITA
task, we relied on sense inventories only for the target
words selection stage, while we extract the list of sentence
pairs from large unlabelled corpora. Moreover, human
annotation is carried out for all the sentence pairs, thus
making WiC-ITA the largest manually annotated resource
for the WiC task.

In addition to this, the WiC-ITA dataset includes both
monolingual (Italian) and cross-lingual (English-Italian)
data.

The dataset is split into training, development, and test
portions. In particular:

• the training and development set consists of anno-
tated pairs of monolingual (Italian) sentences;

• the test set consists of annotated pairs of mono-
lingual (Italian) sentences and annotated pairs of
cross-lingual (English-Italian) sentences.

We create the monolingual datasets by selecting target
words based on the number of synsets in WordNet and
senses reported in Wiktionary. To achieve this, we gener-
ate a list of candidate target words for each part of speech
(PoS) using lemmas from both WordNet and Wiktionary.
For each lemma 𝑤, we calculate the count of WordNet
synsets (𝑤𝑛𝑠𝑤) and senses reported Wiktionary (𝑤𝑘𝑠𝑤).
We then compute min(𝑤𝑛𝑠𝑤, 𝑤𝑘𝑠𝑤) and order all the
target words in descending order.

To construct the cross-lingual dataset, we use the Mul-
tiSemCor [12], which is based on SemCor [13], the most
extensive and widely used dataset for Word Sense Disam-
biguation. Specifically, we extracted word pairs (Italian-
English) that are frequently translated in SemCor. For
these word pairs, we compute the frequency of specific
synsets. Then, we took the union of synsets for each
word pair and computed the probability distribution over
the synsets for both the Italian and English words. The
Jensen–Shannon Divergence (JSD) is computed for each
pair, and the pairs are sorted accordingly in decreasing
order.

We sample the top-k words for the monolingual setting
and the top-k pair of words for the cross-lingual setting
according to the min(𝑤𝑛𝑠𝑤, 𝑤𝑘𝑠𝑤) and the JSD respec-
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First annotator Second annotator N. examples Spearman corr.
Annotator 2 Annotator 1 454 0.63
Annotator 3 Annotator 2 442 0.63
Annotator 5 Annotator 3 445 0.65
Annotator 6 Annotator 4 442 0.55
Annotator 6 Annotator 5 447 0.65
Annotator 7 Annotator 4 440 0.55
Annotator 8 Annotator 1 447 0.67
Annotator 10 Annotator 7 448 0.73
Annotator 10 Annotator 9 444 0.66
Annotator 11 Annotator 8 419 0.61
Annotator 11 Annotator 9 397 0.57

4825 0.63

Table 2
Monolingual annotation statistics

First annotator Second annotator N. examples Spearman corr.
Annotator 3 Annotator 2 54 0.48
Annotator 4 Annotator 1 46 0.39
Annotator 4 Annotator 3 38 0.38
Annotator 6 Annotator 2 79 0.66
Annotator 7 Annotator 2 52 0.62
Annotator 9 Annotator 5 78 0.60
Annotator 10 Annotator 1 35 0.44
Annotator 10 Annotator 5 51 0.76
Annotator 10 Annotator 8 79 0.54
Annotator 11 Annotator 7 136 0.67
Annotator 11 Annotator 9 45 0.75

693 0.57

Table 3
Cross-lingual annotation statistics

Class 0 Class 1
Training 806 1,999

Development IV 236 167
OOV 14 83

Test IV 124 127
OOV 126 123

Table 4
Subtask 1: number of examples for each class. IV: In-
Vocabulary, OOV: Out-Of-Vocabulary

tively. The number of sampled words per PoS tag are
reported in Table 1.

The monolingual and the cross-lingual sentence pairs
are extracted from the itWaC and ukWaC corpora, both
part of the WaCKy project [14, 15]. ukWaC is a corpus
obtained by crawling the web pages under the .uk do-
main. It consists of more than 2 billion words, annotated
with PoS tags and lemmatized using the TreeTagger tool
[16]. itWaC, differently from ukWaC, is lemmatized using
Morph-it! and is obtained by crawling web pages under
the .it domain.

Each sentence pair extracted from the aforementioned
resources has been attributed with the average score as-
signed by two annotators according to the 4-point relat-
edness scale, i.e. from 4 (Identical meaning) to 1 (Un-
related), the offsets of the target word on the respective
sentences, and the lemma of the target word. Note that we
only considered the Italian lemma for the cross-lingual
examples, albeit providing the offsets for both languages.

The annotation process is carried out using Doccano [17].
Each data point (i.e., sentence pair) is annotated by two

independent annotators. Tables 2 and 32 show the statistics
in terms of number of annotated examples and agreement
(computed as the Spearman correlation) for each pair of
annotators. In the monolingual setting, the Spearman
correlation for the annotations consistently exceeds 0.6,
with the exception of two cases. On the other hand, in
the cross-lingual setting, the average correlation is lower
compared to the correlation obtained in the monolingual
setting. However, the correlation between annotators in
the cross-lingual scenario is also computed on smaller
samples, which can impact the reliability of the computed
correlation.

The data points for which at least one of the annotators
voted 0 (Cannot decide) were discarded from the official
dataset for the sake of simplicity. The score for Subtask 2
is obtained by averaging the scores assigned by the two
annotators. The ground truth labels for Subtask 1 (binary)
were drived from the labels of Subtask 2. Specifically, we
considered the data points for which the two annotators
agreed, namely the case in which both annotators provided
a score in the set {1, 2} and the case in which both the
annotators provided a score in the set {3, 4}. In the former
case, the example was labelled with 0, while in the latter,
it was labelled with 1.

The dataset is available for download on the website of
the task.3 The dataset has been constructed using available
corpora. We refer to [14, 15] for the details about copy-
right and usage. Below, we further describe the details of
the two sub-tasks.

3.1. Subtask 1: Ranking
We provide two datasets for model development:

• The training dataset which consists of 2,805 train-
ing examples. This dataset should be employed to
train the model

• The development dataset which consists of 500
training examples. This dataset should be em-
ployed to evaluate the model in the training phase,
e.g., tune hyper-parameters

• The monolingual test dataset which consists of
500 examples

• The cross-lingual test dataset which consists of
500 examples

The training dataset is highly unbalanced, consisting of
71.27% of positive and 28.73% of negative examples. At
the same time, we provide balanced development and test
datasets consisting of 50% positive and 50% of negative
examples. For each In-Vocabulary target word of the

2The annotator groups for the two tasks are independent.
3https://wic-ita.github.io/data/.
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development and test datasets, at least one positive and
one negative example are provided in the training set.
Overall statistics are reported in Table 4.

3.2. Subtask 2: Ranking
We provide four datasets for model development:

• The training dataset which consists of 2,805 train-
ing examples for which the two annotators agree
(This dataset contains the same examples provided
for training in Subtask 1)

• A training dataset which consists of 1,015 training
examples for which the two annotators disagree

• An overall training dataset which consists of 3,820
training examples. This dataset include both in-
stances where annotators have reached a consen-
sus and those in disagreement

• The development dataset which consists of 500 ex-
amples (This dataset contains the same examples
provided for development in Subtask 1)

• The monolingual test dataset which consists of
500 examples (This dataset contains the same ex-
amples provided for test in Subtask 1)

• The cross-lingual test dataset which consists of
500 examples (This dataset contains the same ex-
amples provided for test in Subtask 1)

4. Evaluation
The ranking of the participating systems is provided ac-
cording to each subtask and test set. In other words, for
each subtask, we provide the evaluation in both the mono-
lingual and the cross-lingual setting.

4.1. Subtask 1 (Binary Classification)
Systems’ predictions are evaluated against the ground
truth using the macro F1-Score, i.e. we compute the F1-
score for each class and we take the average of these
scores to obtain the macro F1-score.

4.2. Subtask 2 (Ranking)
Systems’ predictions are evaluated against the ground
truth using Spearman’s rank correlation. It measures the
rank correlation of two variables 𝑋 and 𝑌 :

𝜌 = 1− 6
∑︀

𝑑2𝑖
𝑛(𝑛2 − 1)

(1)

where 𝑑𝑖 = 𝑅(𝑋𝑖)−𝑅(𝑌𝑖) is the difference between
the ranks of each observation and 𝑛 is the number of
observations.

4.3. Baseline models
The baseline model for the task has been constructed
according to [5]. It exploits the BERT architecture [18]
for encoding the target sub-words. To deal with cases in
which the target word is split into multiple sub-tokens, the
first sub-token is considered. Differently from [5], we use
as pre-trained model XLM-RoBERTa [19] and train the
baseline to minimise the difference between the model
prediction and the gold score computing the mean squared
error.

We set the learning rate to 1𝑒−5 and weight decay to 0.
The best checkpoint over the ten epochs is selected using
the development data.

The binary baseline for Subtask 1 applies the threshold
𝛿 = 2 to the model predictions to obtain discrete labels.

To ensure fair reproducibility and comparisons, the
evaluation scripts are available for download. 4

5. Participants
Overall, different teams participated in the task with 9
distinct runs. We highlight below the main strategies
adopted by the teams to deal with the WiC-ITA tasks.

The BERT 4EVER team 5 proposed three variants of
a system based on BERT. The strategy behind the first
model involves using the Labse pre-trained model to per-
form matching judgment tasks. It applies four different
strategies for encoding and matching the spliced sentences,
including the addition of [CLS] vectors and siamese vec-
tors. The output probabilities of the four models are fused,
with task 2 treated as a six-classification task. The sec-
ond model for task 1 uses the bert-base-italian-cased pre-
trained model and follows the same encoding and match-
ing strategies as the first model. Again, the output proba-
bilities of the four models are fused. For task 2, the Labse
pre-trained model is used, and the strategies are identical
to those in Model 1, but the predicted classification results
are averaged. Finally, a third variant combines both the
bert-base-italian-cased and Labse pre-trained models. It
applies the same encoding and matching strategies as the
previous models, but this time, the output probabilities of
all eight models (four from each pre-trained model) are
fused.

The ExtremITA team proposed two models fine-tuned
on the EVALITA 2023 training data. The first system
is based on the Large Language Model from Meta AI
(LLaMA), i.e., the Italian version called Camoscio [20].
The model is pre-trained to generate text based on user in-
structions and fine-tuned on task-specific triples of <task,
input, output> derived from the training data of EVALITA

4https://github.com/wic-ita/data/blob/main/evaluation.py.
5The team did not submit the final report.
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2023 challenges. The LoRA technique for training was ap-
plied, and the model is further fine-tuned on the EVALITA
2023 training data. The second system is based on the
Italian version of T5 (IT5) [21]. It underwent fine-tuning
on task-specific input-output pairs derived from the train-
ing data of EVALITA 2023 challenges. The phrasal forms
from the training data were used to train the model. The
details of the models developed by the team are reported
in [22].

The LG team proposed a single system based on the au-
tomatic translation of target words in different languages.
Opus-MT models have been used for the translation of
data into 21 languages. The words are lemmatized and
aligned, and the feature vectors are created from the equiv-
alence of the target lemma in translation. Then SVMs are
used for solving tasks. PoS-Tagging and lemmatization of
Italian sentences have been performed through TreeTag-
ger6. Lemmatization in 21 languages has been roughly
performed through Simplemma7. The details of the mod-
els developed by the team are reported in [23].

The models developed by The Time-Embedding Trav-
elers team (afterwards mentioned as TTET) are all based
on the XLM-RoBERTa-base architecture. Each model is
a straightforward threshold-based classifier that utilises
the conditional number of the cosine similarity or distance
matrix to make predictions. The embeddings of the tar-
get word are extracted from both sentences, and pairwise
similarities or distances are calculated. The threshold for
classification is tuned by selecting the value that maxi-
mizes accuracy on a combined train and dev set. The
final threshold for prediction is determined as the average
of the threshold values obtained from multiple iterations.
Model 1 and Model 2 use the last 4 layers of embeddings,
while Model 3 uses embeddings from all 12 layers. The
details of the models developed by the team are reported
in [24].

6. Results
Table 5 reports the results referred to each subtask. Con-
cerning the first subtask, namely the one in which par-
ticipants were asked to provide a binary classification,
the best results were obtained by the LG and the TTET
Teams. Specifically, the LG team was ranked first on the
Italian test set, while the TTET was ranked first for the
Italian-English test set. The results are reported in Table
5.

With respect to the second subtask, where participants
were asked to provide a ranking, the best results were
obtained by the baseline for the Italian test set and by
the TTET Team for the Italian-English test set. However,
none of the proposed systems provided satisfactory results

6https://www.cis.uni-muenchen.de/ schmid/tools/TreeTagger/
7https://pypi.org/project/simplemma/

Team Run it-it it-en
LG LG 0.734 -
TTET conditional 0.668 0.731
TTET cond2 0.658 0.715
TTET cond3 0.625 0.738
extremITA it5 0.611 0.616
baseline 0.594 0.555
BERT 4EVER run 3 0.556 0.492
BERT 4EVER run 2 0.561 0.521
BERT 4EVER run 1 0.535 0.493
extremITA camoscio lora 0.513 0.544

Table 5
Subtask 1 (Binary Classification) Results

for the Italian test set, but the TTET team was ranked first
for the Italian-English test set. The results are reported in
Table 5.

Team Run it-it it-en
baseline 0.569 0.406
TTET conditional 0.553 0.538
TTET cond2 0.521 0.548
TTET cond3 0.493 0.533
LG LG 0.492 -
BERT 4EVER run 1 0.337 0.159
BERT 4EVER run 2 0.303 0.15
BERT 4EVER run 3 - -
extremITA camoscio lora - -
extremITA it5 - -

Table 6
Subtask 2 (Ranking) Results

Table 7 presents detailed results for each system, in-
cluding the classification of in-vocabulary (IV) and out-
of-vocabulary (OOV) words. The aim is to evaluate the
system’s capability to classify words that were not part
of the training data. In this regard, the LG system ex-
hibits the highest performance in Subtask 1 for both IV
and OOV words. However, in Subtask 2, only the TTET
system surpasses the baseline for OOV words.

Interestingly, the performance on OOV targets shows
an overall improvement. We propose that the models may
have become overly specialized to the specific distribution
of IV word classes during training, resulting in overfitting.

7. Conclusions
The WiC-ITA task was approached by four different
teams. The results from the evaluation of four differ-
ent teams’ systems revealed interesting trends. While
three of the systems were based on the Transformer ar-
chitecture, one team developed an SVM classifier based
on the output of a Machine Translation system (using the
Transformer model). In the binary classification task, the



Binary Ranking
Team Run All IV OOV All IV OOV
BERT 4EVER run 1 0.535 0.508 0.560 0.337 0.270 0.422
BERT 4EVER run 2 0.561 0.565 0.557 0.303 0.261 0.365
BERT 4EVER run 3 0.556 0.531 0.582 - - -
LG LG 0.734 0.693 0.775 0.492 0.425 0.555
TTET cond2 0.658 0.644 0.672 0.521 0.497 0.523
TTET cond3 0.625 0.597 0.651 0.493 0.461 0.500
TTET conditional 0.668 0.651 0.685 0.553 0.485 0.582
extremITA camoscio lora 0.513 0.446 0.575 - - -
extremITA it5 0.611 0.586 0.635 - - -
baseline 0.594 0.620 0.566 0.569 0.536 0.567

Table 7
Detailed results for subtasks and participants.

best-performing systems demonstrated a significant im-
provement over the baseline by 14 percentage points on
the Italian test set and 17 percentage points on the English
test set. However, in the ranking task, the baseline system
outperformed all the proposed systems for the Italian test
set, whereas the proposed systems achieved a notable en-
hancement of 14 percentage points over the baseline for
the Italian-English test set.

For the Italian test set, the best result was achieved
by the system based on SVM and Machine Translation.
This team submitted results only for the monolingual task.
In the English test set, the best result is obtained by the
system based on the XLM-RoBERTa-base architecture.
It is interesting to underline that the worst performances
were obtained by the system that adopts instructions-based
fine-tuning of a specific LLM for Italian. On the one hand,
these results highlight the effectiveness and potential of
the different systems in addressing the classification and
ranking tasks for the meaning of words in context. On the
other hand, the results of the competition highlight that
there is still room for improvement and that the task is
still far from the results obtained by similar campaigns in
English.
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