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Abstract
EmotivITA is the first shared task for Italian Dimensional and Multidimensional Emotion Analysis, aiming to promote
research in the field of emotion detection within the Italian language. We developed an Italian dataset annotated following
the dimensional model of emotions and invited participants to submit systems to predict Valence, Arousal, and Dominance
associated to sentences in the corpus. Five runs were submitted by two teams. We present the dataset, the evaluation
methodology, and the approaches of the participating systems.
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1. Introduction and Motivation
In the last two decades, the analysis of emotions that
people express in texts has become an essential area in
Natural Language Processing (NLP). Such an interest
springs from the awareness of the crucial role feelings
have in our cognition: being able to detect and eventually
simulate them could be a fundamental step to produce
human-like forms of artificial intelligence [1]. For a re-
view on possible applications of Emotion Analysis (EA),
ranging from stock market predictions to the manage-
ment of catastrophic events, see for example [2].

Taking into account the somewhat uncertain termi-
nology about human feelings occasionally found in the
literature (see below), we start by defining some terms.
Adopting a well known typology of affective states by
Scherer [3, pp. 140–141], we use the word ‘emotion’ to
refer to a “relatively brief episode of synchronized re-
sponses by all or most organismic subsystems to the
evaluation of an external or internal event as being of
major significance", whereas ‘sentiments’, like Scherer’s
‘attitudes’, are “relatively enduring, affectively colored
beliefs, preferences, and predispositions toward objects
or persons".

Sentiment analysis has been a major interest for com-
putational linguistics for a long time, and, over the years,
it moved from the prediction of the semantic polarity
towards more fine-grained modeling, as is the case in
Aspect-based Sentiment Analysis [4] and Stance Detec-
tion [5]; similar studies have been conducted on Italian
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texts as well [6, 7].
Recently, EA started receiving more and more atten-

tion as well. Several models of emotion proposed in
psychology have been used in NLP, either categorical or
dimensional. The former consider feelings as discrete,
and usually identify a small set of basic emotions upon
which other, more subtle and complex affective states are
built; the widely adopted model conceived by Ekman [8],
for instance, proposes six fundamental emotions. The
latter, on the contrary, describes emotions by combin-
ing a limited number of independent dimensions in a
real-valued vector space. The model proposed by Russel
and Mehrabian [9], probably the best-known, recognizes
three dimensions: Valence (measuring pleasure or dis-
pleasure), Arousal (degree of excitement or calm), and
Dominance (level of control over the situation) – the VAD
model.

Categorical models have some advantages over dimen-
sional ones, as they allow the identification of several
emotions in the same input and usually have simpler in-
terpretations. Nevertheless, they have been criticized for
their use of culture and language specific labels [10]; be-
sides, different categorical models adopt different sets of
emotions, making it difficult to compare studies. Concern-
ing dimensional models, the independence of the three
dimensions is yet to be ascertained [11, 12]; however,
dimensional models allow easier comparisons between
emotions and can describe feelings that are difficult to
label.

At SemEval, the most renowned evaluation campaign
of NLP, the first shared task concerning emotion detec-
tion (for three languages: English, Arabic and Spanish)
was proposed in 2018 [13]. Building on earlier works, a
22,000 tweet dataset was annotated for many different
affect states, following both the categorical and dimen-
sional models of emotions (limited to the Valence dimen-
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sion1); the sub-tasks involved emotion classification and
emotion regression.

Another task of emotion classification was proposed
at SemEval 2019 [14], this time leveraging a dataset con-
taining roughly 3,000 short conversations annotated for
the presence of four emotions; the purpose was to study
and exploit the role of context in facilitating emotion
detection.

Anyway, EA has not yet received in Italy the same
amount of interest it gained at the international level.
This is probably due to the lack of resources annotated
for emotions. After some investigations, we could find
just a few lexica [15, 16, 17]; some are not open to the pub-
lic [18] or are quite specific in scope [19]; others are the
result of automatic translations from English of existing
vocabularies, and have not been re-annotated by Italian
speakers [20, 21]. This situation worsens when it comes
to datasets, where to the best of our knowledge only
domain-specific resources are available [22, 23, 24]. An-
other dataset [25] has been proposed at Evalita 2023 [26],
containing social media messages about TV shows, TV
series, music videos, and advertisements, which had been
labeled following the Plutchik model of emotions [27].

As we tried to outline, existing datasets for EA in Ital-
ian are scarce and quite specialized. Moreover, the emo-
tion formats used for annotating the corpora are uniquely
categorical. Nevertheless, dimensional models are re-
ceiving increasing attention in tasks of emotion detec-
tion [28, 29]. By proposing the EmotivITA shared task
at the Evalita 2023 evaluation campaign, we aim at pro-
viding a new, general-purpose resource for EA in Italian,
with labeling provided by Italian speakers, EmoITA: a
dataset composed with a genre and domain-balanced
selection of more than 10,000 written sentences, anno-
tated following the dimensional model of emotions; on
the other hand, we intend to promote dimensional and
multidimensional EA in Italian.

The rest of the paper is organized as follows: Section 2
provides a definition of the task; Section 3 describes the
dataset made available to participants, and the process
of its creation; Section 4 details the official evaluation
measures; Section 5 reports the results obtained by partic-
ipating teams; Section 6 discusses the results; in Section
7 we draw some conclusions on the outcomes of the task.

2. Definition of the task
The EmotivITA shared task consists of automatically an-
notating for emotions in the VAD model a collection of
written sentences from a genre-balanced dataset trans-
lated into Italian. More specifically, the task has been

1As a case in point of inaccuracy when dealing with emotion-
related terms, Valence was regarded as an equivalent of ‘sentiment’
throughout the study.

organized into two sub-tasks whose results will be evalu-
ated separately:

• Sub-task A: Dimensional emotion regression.
Prediction of Valence, Arousal, and Dominance
values based on a set of Italian sentences and
annotations, using only the target annotated di-
mension for training – so, for instance, when
predicting Valence participant systems may only
use Valence values annotated in the dataset for
training; the same holds for Arousal and Domi-
nance.

• Sub-task B: Multidimensional emotion re-
gression. Prediction of Valence, Arousal, and
Dominance values based on a set of Italian sen-
tences and annotations, using all mentioned di-
mensions for training – so participant systems
should determine Valence, Arousal, and Dom-
inance simultaneously, using values from the
three dimensions for training.

Both sub-tasks are regression problems, so participating
teams were asked to provide in the output the sentence
id and three real numbers between 1 and 5, relative to
the three predicted dimensions. Sub-task B intends to
study and exploit potential correlations between Valence,
Arousal, and Dominance, which have been discussed in
the literature (see § 1).

Participants could carry out either both sub-tasks or
only one of them, even if participation in sub-task A was
strongly recommended, in order to have a common basis
for comparison. Each participating team was allowed
to submit a maximum of 2 runs for each sub-task. All
runs could be produced according to the ‘constrained’ or
‘unconstrained’ modality (or both); however, we asked
to specify the type of run. In constrained modality, only
annotated data distributed by the organizers could be
used for training and tuning the systems. Other linguis-
tic resources (e.g., word embeddings and lexicons) were
instead allowed. In unconstrained modality, annotated
external data could also be employed and had to be de-
scribed in the system reports.

3. Dataset
As mentioned above, the data released for the shared task
derive from the Italian translation of an existing dataset,
EmoBank [30]. EmoBank is the largest genre-balanced
English dataset annotated employing the VAD model of
emotions. As shown in Table 1, it mainly consists of the
MASC: Manually Annotated Sub-Corpus of the American
National Corpus [31], with roughly 10% of the sentences
coming from the dataset of SemEval-2007 Task 14 [32].

The 10,062 sentences were originally annotated by En-
glish native speakers according to two different perspec-



Table 1
Genre distribution of the EmoBank corpus.

Corpus Domain # Sentences
SemEval-2007 news headlines 1,192

MASC

blogs
essays
fiction
letters
newspapers
travel guides

1,336
1,135
2,753
1,413
1,314
919

Total 10,062

tives: the emotion they felt the writer meant to express,
and the emotion evoked in an average reader.

At first, the Italian version of the dataset was studied
as part of a Master’s degree thesis discussed in 2022 at the
Department of Humanities of the University of Catania.
In this context, the sentences were initially translated
automatically to Italian using the neural machine trans-
lation service offered by Microsoft Azure. As we were
not satisfied with the results, a manual revision was per-
formed splitting the corpus evenly between nine Italian
native speakers, researchers in linguistics affiliated with
Interdepartmental Research Center Urban/Eco at the Uni-
versity of Naples Federico II.

We also conducted a pilot study asking two of the par-
ticipants to independently annotate VAD values from the
reader’s perspective for a small sample of sentences (150).
We chose the reader’s perspective because, according to
Buechel and Hahn, it yields better inter-annotator agree-
ment (IAA). For annotation, we used the Self-Assessment
Manikin (SAM), a pictographic scale to assess emotional
response [33, 34] already adopted for EmoBank. SAM
consists of three sets of anthropomorphic cartoons dis-
playing differences in Valence, Arousal, and Dominance
values, respectively as shown in Figure 1.

We asked participants to attribute a value between
1 (minimum Valence, Arousal, and Dominance) and 5
(maximum Valence, Arousal, and Dominance), with 4
intermediate steps of 0.5. This results in a 9-point scale
like the one originally proposed by Bradley and Lang
(Buechel and Hahn preferred a 5-point scale). Instruc-
tions were adapted from those used for EmoBank and
are available for further analysis upon request.

To measure IAA we used Pearson’s correlation coeffi-
cient (r) and Mean Absolute Error (MAE), as other metrics
like Cohen’s k are not designed for scale variables (see
§ 4). We obtained encouraging scores in both measures
for all three dimensions, with an average of 0.593 for
r, indicating a large effect (see Table 2). Therefore, we
decided to ask all participants to annotate the remaining
sentences individually (one annotator per sentence). We
then used the new labeling to fine-tune several models
of transformers for dimensional EA, but the scores were

Figure 1: The SAM scales for VAD values. Dimensions (Va-
lence, Arousal and Dominance) are reported in rows, values
(from 1 to 5) in columns. Copyright of SAM by Peter J. Lang
1994.

Table 2
IAA for the three dimensions in the pilot study.

V A D Average
r 0.794 0.552 0.676 0.593
MAE 0.357 0.900 0.583 0.613

significantly worse than those obtained with the original
values from the EmoBank dataset (MAE was between 2
and 3 times higher, r for Valence and Arousal was respec-
tively 33% and 13% lower). This was probably due to the
lack of consistency from having a single annotation for
a sentence.

Moreover, we reviewed the manual revisions of the
translations and found that, in at least half of the cases,
the quality was still poor, either because the translated
sentence did not feel natural in Italian or because it con-
tained some kind of error.

To produce EmoITA, we resolved to start over the en-
tire process, only keeping the approximately 5,000 trans-
lations we considered good enough. This time, we chose
16 students from the Master’s Degree in Foreign Lan-
guages at the University of Catania. All of them are Ital-
ian native speakers and are specializing in English. The
sentences were split among the participants: we asked
to revise the 5,000 translations we kept from previous
work and to propose new translations for the rest of the
corpus. The same group of subjects also labeled each Ital-
ian sentence, and we took care never to ask a participant
to annotate a sentence he had translated. Overall, we
obtained 7 different annotations for each sentence, and
we judge the quality of translation is now satisfactory if
not perfect.

To evaluate the annotations, we proceeded similarly
to the original EmoBank study: we calculated r and MAE
between each individual series of annotations and the



Table 3
IAA for the three dimensions in EmoITA.

V A D Average
r 0.702 0.507 0.535 0.581
MAE 0.496 0.536 0.489 0.507

Table 4
Annotation examples from the development dataset.

id text V A D

260
Jet si capovolge
durante una tormenta,
nessun morto

3.33 4.17 3

261 Certo, risposi. 3.83 3.17 3.83

aggregated values in EmoITA, and then averaged those
values for each dimension (see Table 3).

The values of r indicate a large effect in every dimen-
sion, particularly for Valence. Correlation is a little higher
in Dominance than in Arousal, as per our pilot study: this
is somewhat unusual, as in most research we analyzed
regarding the English language the opposite is true. MAE
is not as good, but still acceptable (10% of the 1-5 scale).
Overall, scores are in line with those of EmoBank (r=
0.634 and MAE= 0.386, on average). They could probably
get better analyzing outliers and excluding some of the
annotations whose disagreement is particularly strong, a
process we have not yet started at this time.

For the shared task the dataset was randomly split into
a development and a test set of 8,000 and 2,062 sentences
respectively (79.5% and 20.5%), taking care to preserve the
genre distribution in the corpus (with a 1% tolerance). The
development set was provided as a UTF-8, CSV comma-
separated file, reporting the following fields:

id, text, V, A, D

where:

1. ‘id’ denotes the unique identifier of the sentence
2. ‘text’ denotes the text of the sentence
3. ‘V’ denotes the average Valence value annotated

for the sentence.
4. ‘A’ denotes the average Arousal value annotated

for the sentence.
5. ‘D’ denotes the average Dominance value anno-

tated for the sentence.

See Table 4 for a couple of examples.
The test set followed the same format, but labels for

Valence, Arousal and Domination were not provided.

4. Evaluation Measures
The two sub-tasks are evaluated separately comparing
results obtained by participant systems with the gold

standard annotations of the test set. Both constrained
and unconstrained runs for a sub-task are reported in the
same ranking, but we specify the type of the run.

Evaluation metrics for both sub-tasks are the standard
metrics known in the literature for emotion regression
that we already mentioned throughout this paper: we
measure IAA based on r and MAE. The first metric es-
timates linear dependence between two series of data
points: x = 𝑥1, ..., 𝑥𝑛 and y = 𝑦1, ..., 𝑦𝑛. In our case, x
corresponds to the values annotated in our dataset for
each dimension and y to those predicted by participant
systems. The formula for r is as follows:

r(x, y) :=
∑︀𝑛

𝑖=1(𝑥𝑖 − 𝑥̄)(𝑦𝑖 − 𝑦)√︀∑︀𝑛
𝑖=1(𝑥𝑖 − 𝑥̄)2

√︀∑︀𝑛
𝑖=1(𝑦𝑖 − 𝑦)2

(1)

where 𝑥̄ and 𝑦 are respectively the mean value of x and
y.

MAE is a measure of errors between a couple of obser-
vations describing the same phenomenon (in this case
the annotated values of a certain emotional dimension in
the dataset, and those predicted). The formula for MAE
is as follows:

MAE(x, y) := 1

𝑛

𝑛∑︁
𝑖=1

|𝑥𝑖 − 𝑦𝑖| (2)

The baselines for both sub-tasks have been built fine-
tuning to a regression a BERT model available on Hug-
gingFace2, with a learning rate of 1e-05.

5. Results
We received submissions from two teams. Both of them
participated to sub-task B, and only one to sub-task A.
In total, 5 runs were submitted, constrained and uncon-
strained. In Table 5 we report the results for r and MAE in
sub-task A, in Table 6 those relative to sub-task B, along
with our baselines. We appended a suffix to distinguish
the ID of the submitted run and another one to identify
constrained (‘_C_’) and unconstrained (‘_U_’) runs.

Regarding sub-task A, the ISTC-CNR team obtained
the best r score in the Valence dimension with his second
run. Anyway, our baseline had better results in every
other dimension and metric.

Concerning sub-task B, the team extremITA achieved
the best results in all metrics and dimensions with their
second run, with the exception of Arousal and Domi-
nance’s r, where our baseline performed slightly better.

6. Discussion
The teams of the EmotivITA challenge were invited to de-
scribe their solution in a technical report; in this section
2https://huggingface.co/dbmdz/bert-base-italian-xxl-uncased, last
access 06-20-2023.



Table 5
Results of the submissions for sub-task A.

System V r A r D r V MAE AMAE D MAE
ISTC-CNR_1_C 0.800 0.593 0.609 0.393 0.432 0.399
ISTC-CNR_2_C 0.809 0.587 0.624 0.382 0.433 0.387
baseline 0.807 0.643 0.643 0.313 0.321 0.285

Table 6
Results of the submissions for sub-task B.

System V r A r D r V MAE AMAE D MAE
ISTC-CNR_1_C 0.800 0.594 0.623 0.400 0.421 0.367
extremITA_1_U 0.708 0.430 0.548 0.327 0.395 0.297
extremITA_2_U 0.811 0.633 0.630 0.272 0.296 0.266
baseline 0.811 0.652 0.654 0.859 0.859 0.859

we compare participant systems based on their architec-
tures.

The ISTC-CNR team proposed a method based on Natu-
ral Language Inference (NLI). More specifically, they used
a multilingual MNLI-XML-RoBERTa model grounded on
XML-RoBERTa [35], which was fine-tuned on a version of
the MNLI dataset [36] automatically translated to Italian.
The model was adapted for the regression task replacing
its last linear layer. During training, sentences from the
EmoITA dataset were used as premises. Then, for sub-
task A, three different models were conceived, with three
different prompts acting as hypotheses for the NLI pro-
cess and targeting the VAD dimensions. The prompt for
Valence was “quanta positività esprime la frase?" (how
much positivity does the sentence convey?), the one for
Arousal “quanto è eccitante la frase?" (how exciting is the
sentence?) and the one for Domination “quanto è con-
trollata l’emozione" (how controlled is the emotion?). For
sub-task B, a single model was used adopting the prompt
“valence, arousal, dominance dell’emozione?" (valence,
arousal, and dominance of the emotion?). The two runs
submitted for sub-task A differ in that the first one only
utilized 99% of the training set made available, while the
second one utilized it entirely. As we can see in Table 5,
the results were better with this last configuration. The
only run submitted by the team for sub-task B exploited
the entire training set. All runs were produced according
to the constrained modality.

The extremITA team only participated to sub-task B,
with two unconstrained runs. Both their models were
trained on the union of all the datasets in the shared
tasks at EVALITA 2023. The first one adopts an Encoder-
Decoder architecture based on IT5 [37], a T5 model [38]
pre-trained on Italian texts. The model was fine-tuned
concatenating the name of the shared task as a prefix,
followed by an input sentence from the EmoITA dataset.
The output, in the case of the EmotivITA task, was con-
stituted by the predicted VAD values. A similar approach

was used for every task in EVALITA 2023. The second
architecture is a Decoder that adopts instruction-tuning,
based on a large language model, the LLaMA [39]. The
model was trained using Low-Rank Adaptation [40] on
Italian translations of the instructions originally devel-
oped for Alpaca [41], which also builds on LLaMA. It
was then fine-tuned using instructions specific to the ad-
dressed EVALITA task. In the case of EmotivITA sub-task
B, the sentence from the EmoITA dataset was paired with
a prompt in the form of the instruction: “Scrivi quanta
valenza è espressa in questo testo su una scala da 1 a 5,
seguito da quanto stimolo è espresso in questo testo su
una scala da 1 a 5, seguito da quanto controllo è espresso
in questo testo in una scala da 1 a 5" (Rate how much
valence is expressed in this text on a scale from 1 to 5,
followed by how much arousal is expressed in this text on
a scale from 1 to 5, followed by how much dominance is
expressed in this text on a scale from 1 to 5). This second
model obtained generally better performance than the
first one as showcased in Table 6, but it also demanded
144 hours of training (on the entire EVALITA dataset),
whereas the one based on IT5 only required 12 hours.

Quite interestingly the model proposed by the ISTC-
CNR team and the second one proposed by the extremITA
team both leverage prompting in natural language and
no task-specific architectural designs (with the exception
of the replacement of the last layer in the MNLI-XML-
RoBERTa model), proving the efficacy of this approach.
On the other hand, one could argue that the main limita-
tions of the ISTC-CNR method was precisely the chosen
prompts, as concepts like Valence, Arousal and Domi-
nance are not easy to describe. When evaluating the
extremITA proposal, instead, one could wonder about
the sustainability of a 144 hours training process.

Anyway, we observe that the baselines obtained fine-
tuning the BERT model were not outperformed by the
proposed systems: maybe the upper limit for the regres-
sion problem with such a large dataset as EmoITA has



been reached, at least for the moment. It is also worth
mentioning that the scores are in line with those of the
study representing the state-of-the-art [42] for the orig-
inal English dataset, EmoBank, that obtained values of
0.838, 0.573 and 0.536 for r in the three dimensions.

One last remark is due; neither team explored the pos-
sible relations between the three emotion dimensions,
which was actually one of the purposes of sub-task B,
and remains as a subject for future studies.

7. Conclusion
We presented the first shared task on Dimensional and
Multidimensional Emotion Analysis for Italian and dis-
cussed the development of the first dedicated Italian
dataset, EMoITA, based on the VAD model. EmoITA was
obtained by manual translation and annotation of the
EmoBank dataset, performed by Italian native speakers.
The participating systems leveraged NLI, the Encoder-
Decoder architecture and Large Language Models to ad-
dress the regression problems, obtaining results that are
similar to those of the state-of-the-art for the English
counterpart of the dataset.

We hope that the proposal of our task and the availabil-
ity of a new Italian dataset for EA will foster studies in
this relevant field of NLP. In this spirit, the development
and test set, as well as the complete dataset (licensed
under CC-BY-SA 4.0), the script used for the baselines
and for evaluation will be made available to the public
soon; more details on EmotivITA can be found on the
task website3.
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