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Abstract
We present our submission to the DisCoTex shared task of the EVALITA 2023 evaluation campaign, which focuses on modeling
discourse coherence for Italian texts. We highlight the importance of coherence modeling in natural language processing tasks
and briefly discuss related work, including earlier linguistic theories and recent neural models. To tackle the task, we leverage
pre-trained Transformer models and fine-tune them on the provided datasets. Our approach incorporates monolingual models
due to limited computing resources, but shows potential for multilingual and multitask learning. Our systems ranks second
overall, showing that Transformer models can be fruitfully leveraged for coherence assessment, but more work is needed to
fully exploit their capabilities. The coherence assessment literature focuses primarily on English; this shared task and our
work contribute to broadening the scope of current research.
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1. Introduction
Written texts are often a sequence of semantically co-
herent segments, designed to create a smooth transition
between various subtopics [1]. Modeling coherence can
be done by building text analysis models that can distin-
guish a coherent text from incoherent ones, or that can
output a coherence score [2]. It has been a key problem
in discourse analysis, with applications in many down-
stream NLP tasks (e.g. text generation, summarization,
machine translation, dialogue generation, etc.).

Coherence modeling is at the heart of the DisCoTex
shared task [3] of the EVALITA 2023 evaluation campaign
[4]. This report relates the motivation and implementa-
tion of the IUSSnets team’s submission.

2. Related work
Early computational models for text coherence assess-
ment were mainly based on one of two linguistic theories:
a) centering theory [5] and b) rhetorical structure theory
[6]. In line with the first, [7] and [8] use the distribu-
tion of entity transitions over sentences to predict text
coherence. In line with the second, [9] and [10] pro-
duce discourse relations over sentences with a discourse
parser, showing that the relations are indicative of text
coherence.

More recently, neural models have gained prominence
in the task of coherence assessment. Popular examples
are [11], [12], [13], and the recent state-of-the-art [14].
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Our implementation choices are informed by [15], who
are among the first to use Transformer models for coher-
ence assessment.

It is interesting to note that the literature on coherence
finds significant overlap with the literature on readability.
The two are often likened and used as general measures
of textual quality [9]. Sometimes, coherence is used as
an additional feature in readability assessment [12].

By and large, the literature on automatic assessment
of discourse coherence focuses on the English language.
One notable exception is [16] for Danish.

3. Task
DisCoTEX is the first shared task focused on modelling
discourse coherence for Italian real-word texts. The or-
ganizers proposed two sub-tasks:

• Sub-task 1 - Last sentence classification: a
binary classification task. Given a short para-
graph (the prompt), and an individual sentence
(the target), the goal is to classify whether the
target follows or not, i.e. whether joining it to the
prompt gives out a coherent or incoherent text.

• Sub-task 2 - Human score prediction: a re-
gression task. The goal is to predict the aver-
age coherence score assigned by human raters to
short paragraphs. Judgments are expressed on a
5-point Likert Scale.

4. DisCoTex Data
The dataset for the DisCoTex task contains texts extracted
from two sources: the Italian Wikipedia and the section
of Italian speech transcripts included in the Multilingual
TEDx corpus (mTEDx). For both subtasks, coherence is
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analyzed within text passages of four consecutive sen-
tences. For task 1, these were split into 8000 prompt-
target pairs for each domain: the prompt is always made
of the first three consecutive sentence, whereas the tar-
get can either be the actual last sentence of the passage
(for the positive class) or a different one (for the nega-
tive class). This dataset is automatically generated. For
task 2 there were 1064 text passages, equally balanced
across the two original source datasets, of which 50%
were left unaltered and 50% were artificially modified to
undermine coherence. This dataset was not automati-
cally generated: each passage was annotated by at least
10 human evaluators who were native speakers of Italian.

5. Description of the system

5.1. General intuition
For this challenge we leveraged pre-trained Transformer
models and fine-tuned them on the provided data.

Transformer models [17] have been applied with
tremendous success to the field of NLP. They have been
shown to capture semantic relationships to a reasonable
extent. As reported in Section 2, they have already suc-
cessfully been applied to the task of discourse coherence
modeling.

Since the DisCoTex task is tailored specifically to the
Italian language, we decided to leverage monolingual
Transformer models that had been pre-trained exclu-
sively on Italian data. Given that coherence assessment
datasets are available for English, we initially intended
to experiment with multi-lingual transfer learning, using
multilingual pre-trained Transformer models and fine-
tuning them simultaneously on English and Italian data.
Unfortunately, our limited computing resources did not
allow us to get this far within the time frame of the shared
task. Preliminary results indicate that this would have
been a promising approach.

5.2. Pre-trained models
We experimented with 4 monolingual pre-trained models,
freely available on the HuggingFace hub [18] at the time
of writing:

• bert-ita1: an Italian version of BERT [19];
• electra-ita2: an Italian version of ELECTRA

[19];
• umberto3: an Italian version of RoBERTa [20];
• bertino4: an Italian version of DistilBERT [21].

1https://huggingface.co/dbmdz/bert-base-italian-xxl-cased
2https://huggingface.co/dbmdz/electra-base-italian-xxl-cased-discriminator
3https://huggingface.co/Musixmatch/
umberto-commoncrawl-cased-v1

4https://huggingface.co/indigo-ai/BERTino

In the following we provide an overview of the main
intuition for each model.

BERT by Google [22] introduced “masked language
modeling” (MLM): some of the input tokens were masked,
and the pre-training objective was to predict the original
vocabulary id of the masked word based only on its con-
text. MLM enabled the representation to fuse the left and
the right context, leading to a bidirectional Transformer.
In addition to MLM, they also used a “next sentence pre-
diction” task that jointly pre-trained text-pair representa-
tions. After pre-training, BERT could be fine-tuned with
just one additional output layer to create state-of-the-art
models for a wide range of tasks, without substantial
task-specific architecture modifications.

DistilBERT by HuggingFace [23] leveraged knowl-
edge distillation during the pre-training phase, thus re-
ducing the size of a BERT model by 40%, while retaining
97% of its language understanding capabilities and be-
ing 60% faster. To leverage the inductive biases learned
by larger models during pre-training, they introduced a
triple loss combining language modeling, distillation and
cosine-distance losses.

RoBERTa by Facebook AI [24] applied various pre-
training enhancements to the original BERT model:
longer training on longer sequences, bigger batches over
more data, no next sentence prediction objective, and
dynamically changing the masking pattern applied to the
training data. These modifications advanced the state of
the art on different downstream tasks.

ELECTRA by Stanford and Google [25] introduced a
new pre-training task called "replaced token detection":
instead of masking the input, they corrupted it by re-
placing some tokens with plausible alternatives sampled
from a small generator network. Then, instead of predict-
ing the original identities of the corrupted tokens, they
trained a discriminative model that predicts whether each
token in the corrupted input was replaced by a generator
sample or not. The model showed competitive perfor-
mance compared to other models, while requiring fewer
resources for training.

As previously stated, we experimented with monolin-
gual Italian versions of these models, i.e. models that
were trained using the same approaches as the ones de-
scribed above, but solely on Italian data. These models
were used to encode the input and return a vector repre-
sentation from the last layer output (i.e. the [CLS] token,
which was taken to signify a vector representation of the
sentence).

5.3. Fine-tuning
The pre-trained models were fine-tuned on the available
data for 10 epochs, using the following hyper-parameters:
0.1 dropout rate, 0.01 weight decay, 1e-6 learning rate, a
batch size of 1 and no gradient clipping. We used the cur-
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Model Training data Language Dataset size
bert-ita Wikipedia, OPUS [27], OSCAR [28] Italian 81 GB
electra-ita Wikipedia, OPUS [27], OSCAR [28] Italian 81 GB
umberto OSCAR [28] - deduplicated Italian 70 GB
bertino PAISÀ [29], ItWaC [30] Italian 12 GB

Table 1
The pre-trained models we use and the datasets they were trained on.

Team Run ID Ted Wiki
0 1

Accuracy
0 1

Accuracy
P R F1 P R F1 P R F1 P R F1

IUSSnets
run1 0.71 0.70 0.70 0.70 0.71 0.71 0.70 — — — — — — —
run2 — — — — — — — 0.75 0.71 0.73 0.72 0.76 0.74 0.74
run3 0.50 0.28 0.36 0.50 0.71 0.59 0.50 — — — — — — —

baseline Hamming 0.51 0.43 0.47 0.51 0.59 0.54 0.51 0.54 0.50 0.52 0.54 0.58 0.56 0.54

Table 2
Full official results, sub-task 1. Using bert-ita for all 3 runs. run1: trained on the ted dataset; run2: trained on the wiki
dataset; run3: trained on both datasets.

rently available PyTorch implementation of the Adam op-
timizer [26], torch.optim.Adam. During fine-tuning,
the embedding layers of the pre-trained models were
frozen.

5.4. Data
During fine-tuning, we only relied on the provided
datasets. However, we used Transformer models which
had been pre-trained on a variety of data sources (see
Table 1).

For sub-task 2 we attempted some data augmentation
techniques. Since we had a dataset were each sentence
had a mean score based on at least 10 judgments, we
leveraged the standard deviation to generate a distribu-
tion of 10 scores that would have the provided mean and
standard deviation. We thus ended up with 10 scores
for each sentence, instead of an average score. However,
upon training our models on this augmented dataset, we
did not notice any significant improvements and, because
this approach was more resource-intensive, we eventu-
ally dropped it.

Please note that we only made use of 80% of the pro-
vided datasets during fine-tuning; the remaining 20% was
used as a validation split (more details below).

6. Results
For the purposes of the official rankings, our results are:
0.72 on sub-task 1, 0.63 on sub-task 2.

For sub-task 1, the organizers considered the accuracy
of the best run and computed the mean between the best
results on the two datasets (Ted and Wiki). For sub-task
2, they first computed both Pearson and Spearman corre-
lations, then they applied the harmonic mean between
the two measures. Participants were allowed to submit

up to 3 runs per sub-task; the full official results of our
submission can be seen in Table 2 and Table 3.

For several months during training and experimen-
tation, we were not made privy to the exact way the
performance of our models would be calculated. The
task instructions specified that task 1 would be evalu-
ated according to accuracy and a second metric (which
was never disclosed), whereas task 2 would be evaluated
with a metric based on a standard correlation coefficient
("Pearson and/or Spearman" - it ended up being a har-
monic mean of the two). During our experimentation,
we decided to evaluate on accuracy for task 1, and on
Spearman correlation for task 2. The two sections below
report the respective results.

6.1. Sub-task 1 - evaluation results
In the absence of a test or validation set, we sampled 20%
of the original training sets for preliminary evaluation.
This resulted in 1600 randomly sampled data points for
each dataset. On these sub-sets, we calculated the binary
accuracy as implemented in the torchmetrics Python
library5. We report results in Table 4.

6.2. Sub-task 2 - evaluation results
In the absence of a test or validation set, we sampled 20%
of the original training set for preliminary evaluation.
This resulted in 172 randomly sampled data points. On
this sub-set, we computed the Spearman correlation co-
efficient as implemented in the scipy Python library6.
We report results in Table 5.

5https://torchmetrics.readthedocs.io/en/stable/classification/
accuracy.html#binaryaccuracy

6https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.
spearmanr.html
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Team Run ID Pearson Corr. Spearman Corr. Harm. Mean

IUSSnets
run1 0.50 0.48 0.49
run2 0.64 0.60 0.62
run3 0.65 0.62 0.63

baseline Jaccard 0.10 0.13 0.11

Table 3
Full official results, sub-task 2. run1: bertino; run2: bert-ita; run3: electra-ita.

Model Dataset Accuracy
bert-ita wiki 0.749
electra-ita wiki 0.716
umberto wiki 0.595
bertino wiki 0.637
bert-ita all 0.723
electra-ita all 0.583
bert-ita ted 0.704
electra-ita ted 0.617

Table 4
Evaluation results, sub-task 1.

Model Spearman Corr.
bert-ita 0.574
electra-ita 0.637
umberto 0.464
bertino 0.562

Table 5
Evaluation results, sub-task 2.

7. Discussion
The DisCoTex shared task provided us with an excellent
opportunity to reflect on the notion of disourse coherence
and on the ways it may be assessed, whether automati-
cally or not.

As a preamble, let us note that datasets for coher-
ence assessment that are automatically created by shuf-
fling existing texts have been criticized, among others,
by [31] and [32], and the models trained on them have
been shown to perform weakly on downstream tasks
[2]. Nonetheless, such datasets have remained common
benchmarks.

Discourse coherence is a complicated concept that is re-
lated to almost every aspect of discourse communication.
In the linguistics literature, there is no all-embracing rule
governing coherence analysis: different scholars have
presented their insight into different aspects of discourse
coherence [33]. When we read a text or listen to speech,
we are inclined to infuse it with coherence by making
our own inferences based on our understanding and per-
ception. Coherence is therefore achieved not by using
superficial markers such as linguistic or grammatical de-
vices, but through psychological, cognitive, or pragmatic
means. The comprehension of discourse and an appre-

ciation for its coherence are driven by active inference,
background knowledge, and a degree of imagination.

It comes as no surprise, then, that the many facets
of this uniquely human experience are hard to model
computationally. In order to get a sense for this, we
looked into the dataset collected for sub-task 2. Overall,
the majority of the training dataset contained texts rated
3.0 or higher; in other words, the texts were perceived
as mostly coherent. It would have been interesting to
compare how the annotators rated original vs. artificially
modified text passages. Although we did not have this
information in the dataset, when comparing the datasets
for sub-task 1 and 2, we found 19 passages in the dataset
for sub-task 2 in the positive class of the ted dataset
for sub-task 1: this means that these passages had not
been modified from their original sources and were thus
expected to be coherent. Of these 19 passages:

• none were unanimously rated as coherent, i.e. a
mean score of 5 (0%);

• 4 received a mean score of 4 or above (21%);
• 10 received a rating between 3 and 4 (53%);
• 4 received a rating between 2 and 3 (21%);
• 1 even received a rating below 2 (5%).

If we were to revert these scores back to a binary classi-
fication (with a halfway cutoff at 2.5), 5 of these passages
would be considered incoherent. However, for the pur-
poses of sub-task 1, they would have been considered
coherent. This simplistic example is in no way an ex-
haustive exploration of the nature of the tasks or the
provided datasets, but it serves the purpose of reflecting
on the difficulty of modeling these phenomena from a
more explicit (linguistic or cognitive) perspective.

Deep learning models generally, and Transformers
specifically, have been shown to capture useful semantic
information in texts. Previous work has investigated
Transformers for their semantic [34] and even pragmatic
[35] properties. For these reasons, we hypothesized that
Transformer models would be a good fit for the task of
coherence assessment. Indeed, even in our simple setup,
we can see promising results. Further experimentation
and greater computational power could lead to significant
performance improvements. Multilingual and multi-task
learning might prove particularly effective in boosting
performance on Italian texts by leveraging datasets that
exist for the English language or for other related tasks.



Moving forward, further exploration of linguistic theo-
ries and neural models can enhance discourse coherence
assessment and facilitate more sophisticated language
processing applications. Focusing on more controlled
textual continuations (e.g. different logical conclusions
from specific premises) would shed some light on the
relevance of specific factors in coherence modeling. This
would also allow us to better understand the strengths
and weaknesses of a transformers-based approach.
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