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Abstract
In recent years, many researchers have studied the phenomenon of wash trading on NFTs (Non Fungible Tokens) from an "ex-ante" perspective. The latter aims to identify and classify wash trading activities before or as they occur. In this paper, we propose an "ex-post" analysis of wash trading on NFTs. This perspective aims to analyze wash trading activities carried out in the past to see whether such illicit and risky activities brought significant profit to those who did them. To the best of our knowledge, this is the first paper in the literature to analyze wash trading on NFTs from an "ex-post", instead of an "ex-ante", perspective.
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1. Introduction

An NFT (Non-Fungible Token) is a digital content that represents a real-world object, e.g., artwork, music, game or collection. NFT technology presents many opportunities but also several risks [1,2,3]. One of the main risks involves market manipulation, achieved by artificially increasing the price of an NFT. This practice is known as wash trading and involves a series of sales and purchases on the same NFT, made by the same trader, with the aim of generating a false interest in it, so as to artificially increase its value. In the past literature, studies on NFTs are very diversified as they address various issues. Some of them are: (i) the analysis and characterization of NFT ecosystems [4,5,6], (ii) the study of the role of social media in the context of NFTs [7], (iii) the analysis of geopolitical risks and market factors in this scenario [8,9,10]. The phenomenon of wash trading on NFTs has also been extensively studied in the literature. However, all past studies have considered an "ex-ante" perspective of this
phenomenon. In other words, they sought to identify and classify wash trading activities before or as they occur [11, 12, 13, 14]. In contrast, in the literature, there are no “ex-post” analyses of wash trading, which aim to understand whether wash trading activities really succeeded in increasing the interest and value of the NFTs on which they were carried out. The results of this analysis could have so many applications. For example, since wash trading is an illicit, improper and potentially harmful practice, one can ask: Is it worth it? In the face of these costs and risks, what are the benefits? A study of Chainanalysis¹ points out that many wash trading activities on NFTs in the past have not brought in large profits. This report is certainly an interesting starting point for answering the previous questions. However, it is not the result of a “structured” analysis, that is a research taking into account the intrinsic meaning of the various features characterizing an NFT. Actually, a “structured” analysis could provide insights into the presence of correlations, causal relationships and other forms of relationships among the features of an NFT. If it turns out that such relationships do not exist, one could convince wash traders that continuing to engage in this illicit practice is not worth it. The “structured” and “ex-post” analysis of wash trading on NFTs is the main objective of this paper.

An NFT² is defined by several features (think, for instance, of sales volume, price, owner number, etc.). Since the values of these features vary over time, it will be necessary to manage the temporal dimension of this phenomenon. In addition, the various features may be related to each other by different relationships (think, for instance, of correlation, causality, distance, etc.). In the following, we will use the term “facet” to refer to such relationships because each of them allows us to view the phenomenon from a certain angle or dimension (a facet, in fact). These facets, when applied to the features of NFTs, allow us to perform a “structured” analysis of the wash trading phenomenon. However, such analysis would not be possible if we did not have a congruent model to represent NFTs. Therefore, in this paper, we will also define such a model.

The outline of this paper is as follows: in Section 2, we present the model and framework used to conduct our analysis. In Section 3, we describe some of the experiments we conducted along with a discussion of the results obtained. Finally, in Section 4, we draw our conclusion and sketch some possible future developments.

2. A framework to support our investigation on wash trading on NFTs

Before illustrating our framework for investigating wash trading on NFTs, it is necessary to describe the underlying model by which we represent a set of NFT collections.

An NFT collection is a set of NFTs of the same type created by the same author. Specifically, let $\mathcal{S} = \{C_1, C_2, \ldots, C_l\}$ be a set of NFT collections of interest. Our model assumes that all NFT collections are characterized by the same set $\mathcal{F} = \{f_1, f_2, \ldots, f_m\}$ of features. A generic NFT collection $C_i \in \mathcal{S}$ can be represented as:

$$C_i = \langle \text{Name}_i, \mathcal{F} \rangle$$

²In this paper, when we talk about an NFT, we mean a collection of homogeneous NFTs; therefore, in the following, we will use the terms “NFT” and “NFT collection” interchangeably.
The parameter $h$ value between 0 and $z$. Given two features, our framework calculates the cross-correlation for different values less than or equal to 2 in our experiments. Cross-correlation between two features allows us to consider the $t$th element of one of them and the $(x + h)$th element of the other. The parameter $h$ represents the lag we want to consider. In principle, $h$ can take an integer value between 0 and $z - x$. In practice, $h$ is generally low; for example, we considered values of $h$ less than or equal to 2 in our experiments. Cross-correlation between two features allows us to understand whether the values of one feature can be used to predict the values of the other. Given two features, our framework calculates the cross-correlation for different values.

Name$_i$ is the name of $C_i$ and is unique. $\mathcal{F}$ consists of numerical features whose values may vary over time. Borrowing the concepts of time series analysis [15], we can model $\mathcal{F}$ as a multivariate series. Examples of features of $\mathcal{F}$ are sales price, number of sellers and number of owners.

As mentioned in the Introduction, the temporal dimension is crucial in our model. Given a time interval $T$ of interest, we can think of modeling it as an ordered sequence of $z$ time slices $T = T_1, \cdots, T_z$. For example, $T$ could be a certain month, say April 2023. In this case, it could be represented by a succession of 30 time slices, one for each day. Our time model must have a mechanism for indexing the sequence of time slices so that a particular interval of contiguous time slices of $T$ (e.g., the first decade of April 2023) can be selected. To this end, it provides the notation $T[x..y]$, $1 \leq x \leq y \leq z$, to represent the interval of contiguous time slices beginning at $T_x$ and ending at $T_y$. If $x = y$, then it means that we want to select a single time slice. In this case, we will use the abbreviated notation $T_x$ or $T[x]$, instead of $T[x..x]$. If $x = 1$ and $y = z$, then it means that we want to select the whole interval of interest. In this case, we will use the abbreviated notation $T$, instead of $T[1..z]$, to represent that interval.

The notation defined above for time intervals can be extended to the features of an NFT collection. Specifically, given the collection $C_i \in \mathcal{S}$, we indicate by $\mathcal{F}[x..y]$ the trend of the values of $\mathcal{F}$ assumed by $C_i$ in the time interval $T[x..y]$. In turn, $f_j[x..y]$, $1 \leq j \leq m$, indicates the values of $f_j$ assumed by $C_i$ in the time interval $T[x..y]$. Clearly, $\mathcal{F}[x..y] = \{f_1[x..y], f_2[x..y], \cdots, f_m[x..y]\}$. We adopt the notation $\mathcal{F}[x]$, or $\mathcal{F}_x$, (resp., $f_j[x]$, or $f_j$) to indicate the values of $\mathcal{F}$ (resp., the value of $f_j$) assumed by $C_i$ during the time slice $T_x$, i.e., $\mathcal{F}[x] = \mathcal{F}[x..x]$ (resp., $f_j[x] = f_j[x..x]$). Finally, we adopt the abbreviated notation $\mathcal{F}$ (resp., $f_j$) to indicate the trend of the values of $\mathcal{F}$ (resp., the value of $f_j$) assumed by $C_i$ during the overall time interval $T$, i.e., $\mathcal{F} = \mathcal{F}[1..z]$ (resp., $f_j = f_j[1..z]$).

The facets that our framework uses to investigate the wash trading on NFTs phenomenon are three, namely correlation, causality and distance between features. They capture and allow us to analyze different aspects of the phenomenon. However, our framework is extensible and allows one or more of these facets to be removed and/or new facets to be added.

The first facet used in our framework is correlation. Correlation analysis is performed by means of two techniques. The first computes the correlation between two features by calculating the Pearson coefficient between the corresponding time series [16]. This technique is straightforward and can already provide interesting results. However, it does not consider cross-correlation, that is, the possibility that the two features are correlated but one of them lags behind the other. To account for this, we employ a second technique, namely cross-correlation. In order to define it, we must preliminarily standardize the time series associated with the features. To this end, given a value of a feature, we subtract from it the mean of the values of the feature and divide the result obtained by the corresponding standard deviation. After all features have been standardized, it is possible to calculate the cross-correlation between two features by considering the $x$th element of one of them and the $(x + h)$th element of the other. The parameter $h$ represents the lag we want to consider. In principle, $h$ can take an integer value between 0 and $z - x$. In practice, $h$ is generally low; for example, we considered values of $h$ less than or equal to 2 in our experiments. Cross-correlation between two features allows us to understand whether the values of one feature can be used to predict the values of the other. Given two features, our framework calculates the cross-correlation for different values.
of \( h \) and selects the maximum value as the overall cross-correlation value between the two features. All details about this procedure can be found in [17]. Correlation is the facet of our framework indicating the similarity degree for each pair of features, regardless of the lag and whether or not that similarity is due to a cause-and-effect phenomenon (the latter aspect is taken into account by causality facet).

The second facet used in our framework is the causal relationship between two features. It expresses the fact that the values of one of them depend on the values of the other. To compute the causality degree between a pair of features \( f_j \) and \( f_k \), we consider the test proposed by Granger [18]. It is based on the idea of comparing the ability to predict the values of \( f_k \) using all the information in the Universe \( \mathcal{U} \) with the ability to predict the same values using all the information in \( \mathcal{U} \) except the values of \( f_j \). We adopt the notation \( \mathcal{U}|f_j \) to indicate the latter. If discarding \( f_j \) reduces the predictive power of \( f_k \), then it means that \( f_j \) has unique information about \( f_k \), in which case we say that \( f_j \) Granger-causes \( f_k \). Saying that \( f_j \) Granger-causes \( f_k \) implies that the knowledge of the values of \( f_j \) allows the prediction of the values of \( f_k \). To apply the Granger-test, \( f_j \) and \( f_k \) must be stationary. The Augmented Dickey-Fuller test [19] can be adopted to perform such a verification. If one or more series are not stationary, a differentiation process must be applied to make them stationary. Full technical details about the Granger test and how to use it in our framework can be found in [17]. Causality represents a stronger relationship than correlation. If \( f_j \) causes \( f_k \), we can also say that \( f_j \) is correlated to \( f_k \), while the vice versa does not apply. However, just because two features can be correlated even though there is no causal relationship between them, correlation still remains a facet to be considered in our framework.

The third facet used in our framework is the distance between two features. Since, in our model, features represent time series, it is not possible to employ classical distance metrics, such as the Euclidean, Manhattan or Minkowski distance because they are incapable of determining whether two time series align but with some delay from each other. Therefore, it is necessary to consider a distance metrics that takes this factor into account. Among those available in the literature, we decided to use the Dynamic Time Warping (DTW) distance [20]. Full details on how the DTW distance can be applied in our framework can be found in [17]. Distance can be computed for each pair \((f_j, f_k)\) of features, regardless of whether there is a correlation or causality relationship between them. From this point of view, distance is a universal “facet” because it can be employed in any circumstance. It is clear that, at equal distances, if two features are also related by a correlation or even causality relationship, there is a much stronger link between them that should be taken into account. And that is why it makes sense to consider the distance facet and, at the same time, the correlation and causality ones. This reasoning reinforces the idea that a multifacet approach to the wash trading on the NFTs phenomenon can provide more accurate results than an approach that considers only one form of relationship between features.
3. Experiments

We built the dataset for the experiments by extracting data from Cryptoslam\(^3\), an aggregator of data on NFT sales involving the Ethereum, WAS, and FLOW blockchains. Specifically, we downloaded data on all NFT sales made from the appearance of each NFT collection in the market until February 7, 2023. Then, from all NFT collections thus downloaded, we selected the top 2000 ones based on their USD sales volumes. In this way, we constructed a ranking from which to draw NFT collections for analysis. Because the amounts of money in the dataset were expressed some in USD and some in ETH, we downloaded the daily ETH/USD exchange rate from Yahoo Finance in order to uniform them. The complete dataset thus constructed consisted of 672,986 rows, with an average of 336 rows for each NFT collection.

At this point, we identified the features of NFT collections useful for studying the phenomenon of our interest. Specifically, we identified the following features: (i) Name: it denotes the name of the NFT collection to which all next features refer; (ii) Date: it represents the day to which all next features refer; (iii) Sales: it indicates the sales volume expressed in USD; (iv) ETH: it denotes the ETH/USD exchange rate; (v) Floor Price: it represents the minimum price of an NFT in the collection; (vi) Active Wallets: it indicates the number of active wallets; (vii) Sales Txns: it denotes the number of sale transactions; (viii) Total Owners: it represents the total number of owners; (ix) Wash Sales: it denotes the volume of wash sales expressed in USD; (x) Wash Txns: it indicates the number of transactions made to perform wash trading. The set \(\mathcal{F}\) of the features of interest for our analysis is given by all these features except the first two.

After that, we homogenized the time slices. In fact, the various features had been surveyed at different cadences. To this end, we chose to adopt the daily cadence for all of them to ensure consistency.

The first test we performed focused on the correlation facet. In Section 2, we have seen that there are two correlation metrics, namely the Pearson coefficient and cross-correlation. We began this test by calculating, for each NFT collection, the Pearson coefficient related to each pair of features. Then, we averaged the corresponding values over all available NFT collections. The results obtained are shown in Figure 1. As can be seen from this figure, the correlation between Wash Sales and Sales is very low.

After that, we analyzed the cross-correlation between features. In particular, we considered three cases corresponding to a number \(h\) of lags equal to 0, 1 and 2. For each case, we computed the value of cross-correlation for each pair of features and for each NFT collection. Finally, we averaged the values thus obtained over all NFT collections. The results for \(h = 0\) are shown in Figure 1, since, in this case, cross-correlation coincides with the Pearson coefficient. The results for \(h = 2\) are shown in Figure 2. Those for \(h = 1\) are not shown because of space limitations; they can be found in [17]. Again, looking at Figure 2 we can see that the correlation value between Wash Sales and Sales is very low. The same happened for \(h = 1\).

The second test we conducted focused on causality. Specifically, we applied the Granger causality test to verify whether Wash Sales Granger-causes Sales. If this happened, we would have a clue that it is worthwhile to carry out wash trading activities on NFTs. If not, we would have a second clue, in addition to that provided by correlation analysis, that it is not

\(^3\)http://criptoslam.io
worthwhile. To carry out this verification, we considered the following null hypothesis: $H_0$: “Wash Sales does not Granger-cause Sales”. For each NFT collection we calculated the p-value associated with the null hypothesis. Then, we computed for how many NFT collections the p-value was less than 0.05. We performed this calculation both using a linear autoregressive model (VAR) and adopting two deep learning models, namely MultiLayer Perceptron (MLP) and Long Short-Term Memory (LSTM). Finally, we considered different values of $p$ (representing

<table>
<thead>
<tr>
<th>Sales</th>
<th>ETH</th>
<th>Floor Price</th>
<th>Active Wallets</th>
<th>Sales Time</th>
<th>Total Owners</th>
<th>Wash Sales</th>
<th>Wash Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.38</td>
<td>0.21</td>
<td>0.21</td>
<td>0.33</td>
<td>0.31</td>
<td>-0.33</td>
<td>0.1</td>
<td>0.074</td>
</tr>
<tr>
<td>0.29</td>
<td>0.95</td>
<td>0.29</td>
<td>0.23</td>
<td>0.23</td>
<td>-0.71</td>
<td>0.11</td>
<td>0.088</td>
</tr>
<tr>
<td>0.35</td>
<td>0.23</td>
<td>0.87</td>
<td>0.23</td>
<td>0.12</td>
<td>-0.25</td>
<td>0.15</td>
<td>0.11</td>
</tr>
<tr>
<td>0.24</td>
<td>0.22</td>
<td>0.14</td>
<td>0.29</td>
<td>0.28</td>
<td>-0.33</td>
<td>0.065</td>
<td>0.1</td>
</tr>
<tr>
<td>0.19</td>
<td>0.17</td>
<td>0.046</td>
<td>0.3</td>
<td>0.27</td>
<td>-0.33</td>
<td>0.028</td>
<td>0.061</td>
</tr>
<tr>
<td>-0.36</td>
<td>-0.69</td>
<td>-0.21</td>
<td>-0.4</td>
<td>-0.36</td>
<td>0.54</td>
<td>-0.11</td>
<td>-0.076</td>
</tr>
<tr>
<td>0.13</td>
<td>0.015</td>
<td>0.086</td>
<td>0.083</td>
<td>0.088</td>
<td>-0.096</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>0.072</td>
<td>0.058</td>
<td>0.075</td>
<td>0.072</td>
<td>0.096</td>
<td>-0.095</td>
<td>0.11</td>
<td>0.15</td>
</tr>
</tbody>
</table>

**Figure 1:** Values of the Pearson coefficient averaged on all available NFT collections

**Figure 2:** Values of the cross-correlations averaged on all available NFT collections for $h=2$
the maximum number of lagged observations), namely \( p = 1, p = 2 \) and \( p = 3 \). The results obtained are shown in Table 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>( p = 1 )</th>
<th>( p = 2 )</th>
<th>( p = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAR</td>
<td>4.25%</td>
<td>4.03%</td>
<td>4.01%</td>
</tr>
<tr>
<td>MLP</td>
<td>1.04%</td>
<td>1.04%</td>
<td>0.52%</td>
</tr>
<tr>
<td>LSTM</td>
<td>2.13%</td>
<td>1.54%</td>
<td>1.53%</td>
</tr>
</tbody>
</table>

Table 1
Percentage of the NFT collections for which the null hypothesis \( H_0 \) can be rejected

From the analysis of this table, we can deduce that the null hypothesis is almost always confirmed with all the three models considered. This implies that we have a second clue that wash trading on NFTs is not worth doing. However, before drawing any firm conclusion on this, we thought it was appropriate to consider the third facet, namely distance.

The third test we conducted focused on distance. Specifically, we calculated the value of DTW for each pair of features and for each NFT collection in the dataset. Then, we averaged the DTW values thus obtained over all the NFT collections. The final results are shown in Figure 3. From the analysis of this figure, we can observe that the DTW value for the pair (Wash Sales, Sales) is not only high but even the highest among all pairs of features.

![Figure 3: Distance values averaged on all available NFT collections](image)

All these experiments allow us to conclude that our framework is capable of supporting NFT sales analysis and, in particular, wash trading investigation. In fact, it obtained interesting and concordant results for all the three facets considered. First the Pearson coefficient and cross-correlation values, then the causality values and finally the distance values say us that there is no significant relationships between Wash Sales and Sales. This allows us to conclude that it is very unlikely that there is an impact of wash trading activities on the economic values of an NFT collection.
4. Conclusion

In this paper, we have proposed an “ex-post” analysis of the wash trading on NFTs phenomenon. While in the literature there are several papers that present “ex-ante” analyses of this phenomenon, to the best of our knowledge this is the first paper that provides an “ex-post” perspective. The latter had been considered in the past by blogs and magazines that, however, had only presented simple statistics on this phenomenon. Instead, we have proposed a framework, with a well-defined underlying data model, capable of supporting this type of analysis. A key concept in our model is the facet one, which is a novelty introduced by our very framework. At the end of our analysis, we were able to conclude that it is not worthwhile to engage in such an illicit and risky practice as wash trading on NFTs.

The results obtained in this paper are not to be considered as an ending point, but rather as a starting point for further research on the wash trading on NFTs phenomenon. An initial development could involve analyzing the relationships between other features of NFTs, such as rarity and asset type, and wash trading activity. Indeed, some types of NFTs might be more prone to wash trading than others. Categorizing NFTs based on their features may allow a fine-grained study on the phenomenon of wash trading for the various types of NFTs. This could help determine the extent to which a new NFT collection might be subject to speculation. A next development could regard the application of machine learning algorithms to extract knowledge patterns related to the features involved in the wash trading phenomenon. Finally, we would like to study what factors underlie the pricing of NFTs, focusing in particular on the community that supports an NFT project. Specifically, we plan to analyze the social media ecosystem around an NFT project and characterize the behavior of users who participate in it, as well as the characteristics of the content they produce.

References

[9] D. Costa, L. L. Cava, A. Tagarelli, Show me your NFT and I tell you how it will perform: Multimodal


