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Abstract

The Intuitive Context-Aware Recommender with Explanations (ICARE) framework leverages data mining algorithms to provide contextual recommendations, together with their explanations, useful to achieve a specific and predefined goal. We apply ICARE in the healthcare scenario to infer personalized recommendations related to the activities (fitness and rest periods) a specific user should pursue or avoid in order to obtain a high value for the sleep quality score, while also considering their current context and the physical activities performed during the previous days.

Keywords

Explainable Recommendations, Context-awareness, Data mining

1. Introduction

Recommendation Systems (RS) provide suggestions related to a considered decision-making process and in particular to what item is relevant for a user on the base of his/her profile or past habits. In the healthcare scenario, a Health Recommendation System (HRS) provides recommendations in different contexts, such as medical treatment suggestions, nutrition plans, or physical activities to perform in order to reach and follow a healthy lifestyle [1].

Collecting data related to people’s behaviours and well-being has become easier thanks to wearable devices; indeed, many people own them and can monitor their movements with simple apps, record their sleep quality and heartbeats, while also being surrounded by IoT devices embedded in common appliances in homes, offices and means of transport. This situation ensures a constant stream of new data that can be integrated, also with external data sources, and offers increasing opportunities for data analytics in the healthcare domain to produce useful, and often implicit, insights. Moreover, collecting data can also help people to gain more awareness of their physical health and improve their lifestyle. A very important aspect of sensor data is their intrinsically temporal nature, as sensors collect information about events...
that happen in succession. Each event is labeled with a timestamp reporting the exact time at which it is collected, thus the temporal feature is one of the contextual dimensions that can be leveraged to obtain useful knowledge, e.g., whether events are correlated to any additional contextual feature, such as weather conditions or personal circumstances.

In this paper, we will describe ICARE (Intuitive Context-Aware Recommender with Explanations), a framework presented in [2] and able to (i) collect data from wearable devices (e.g., Fitbit), (ii) enrich data with external contextual information, (iii) analyse enriched data to discover sequential rules by correlating sequences of past events, along with their intensity, with a specified future goal, in our case "sleeping well", and (iv) provide explainable recommendations by means of an intuitive application. In particular, ICARE suggests which set of actions is best to take next in order to have a good night’s sleep whilst considering the user’s current context, as well as the actions that should be avoided. An aging function is introduced to facilitate up-to-date analysis and consequently adapt recommendations when frequent behaviours change; for example, fitness activities correlated with sleep quality might change during the year due to different factors, such as weather conditions or available free time.

The paper is structured as follows: Section 2 informally introduces the proposed algorithm and Section 3 describes our proposal to adopt mined sequential rules to provide both positive and negative suggestions toward a specific goal. Section 4 describes the implemented mobile App, and Section 5 summarizes the state of the art. Finally, 6 concludes the paper and outlines future work.

![ICARE Workflow](image)

**Figure 1**: ICARE Workflow

### 2. The ALBA Algorithm

In this Section, we describe the overall approach of ICARE and the ALBA (Aged LookBack-Apriori) algorithm used to infer sequential rules that are then used to provide contextual recommendations. As shown in Figure 1, ICARE needs as input a temporal dataset $D$ (in our scenario, the log of physical activity levels collected by Fitbit), enriched with contextual information. For our scenario we leverage the temporal dimension to capture the user’s habits on some specific days, i.e., we distinguish if each day is either a weekday or part of the weekend. Whenever it is possible, we also utilize weather conditions to establish if they affect the user’s preferences. The dataset $D$ is fed into ALBA, which then considers a temporal window $\tau_w$ to con-
struct an augmented data set $D_{τw}$. This augmented dataset is then fed to a version of the Apriori algorithm [3] that calls an aging mechanism at each iteration to calculate the support of items in such a way that older items slowly decay. This process outputs a set of frequent sequences $S$, used to generate a set of totally ordered sequential rules $R$, formalized as implications $X \rightarrow Y$, where $X$ and $Y$ are two sets of ordered data items, such that $X \cap Y = \emptyset$, according to specific thresholds for confidence and support [4]. Support is the frequency of the set $X \cup Y$ in the dataset, while confidence is the conditional probability of finding $Y$, having found $X$ and is given by $\frac{\text{sup}(X \cup Y)}{\text{sup}(X)}$. Without an aging mechanism, the support of a sequence appearing frequently in recent times and another sequence that appeared the same amount of times a while ago would be the same. For this reason, we modify the support of each sequence to account for their recentness. More in detail, in order to penalize older sequences, we multiply each row of our dataset by an aging factor that guarantees that the items in the temporal window will still be represented, while older items decay but never quite disappear.

The recommender system orders $R$ with the criteria introduced in Section 3.1 to produce a set of totally ordered sequential rules that can be queried to extract a positive recommendation $r^+$ and a negative recommendation $r^-$. This last step is explained in Section 3.2.

**Difference with other approaches:** A sequential pattern-mining algorithm identifies frequent sub-sequences of items in the data. The algorithm typically involves two main steps: candidate generation and pattern pruning. In the candidate generation step, the algorithm generates a set of candidate patterns by exploring the search space of possible sequences. In the pruning step, the algorithm removes any pattern that does not reach the minimum support threshold, i.e., the minimum number of sequences for a pattern to be considered frequent.

We also follow this approach but with a slight difference in the candidate generation step, where the order of the itemsets is encoded in the itemsets themselves. This allows us to generate fewer candidates than usual sequence mining algorithms, resulting in less memory usage and computation time. In Fig. 2 we compare the performance of ALBA with GSP [5].

**Validation of the aging mechanism:** In order to evaluate our approach we show that our algorithm with the aging mechanism (ALBA) improves the accuracy of the version without the
3. The Recommender System

In our use case scenario, the transactional dataset $D$ is a log of physical activity levels and sleep quality extracted from Fitbit, where for each day $t_i$, the user’s physical activities, such as heavy activity (HA), light activity (LA), steps (ST), rest periods (R), sleeping score (SL) and their related intensities are encoded. These values are enriched by the tag $WD$, if $t_i$ represents a day that falls on a weekend, and by additional codes relating to the weather conditions ($S$=sunny, $C$=cloudy, $R$=rainy), if the location of the user during $t_i$ is available. Weather conditions are extracted through the API of OpenWeather [7]. For each user, the time interval of each (daily) activity has been discretized into 3 possible values (1: Low, 2: Medium, 3: Intense). Each day is an itemset, as the activities themselves are not ordered due to the aggregated nature of Fitbit data.

In this dataset, the timestamp $i$ is related to an interval including the fitness activities and the subsequent sleeping period. For simplicity, we will call this time unit day. After frequent itemsets have been mined, non-contextual sequential rules will be generated and in our scenario, they will be of the form $r_i : I^{f}_{(r_w-1)} \land \ldots \land I^{f}_{2} \land I^{f}_{1} \rightarrow I^{s}_{0} [s_i, c_i].$

This shows, with support $s_i$ and confidence $c_i$, the correlation between the sleep quality (i.e., our target function) for the current day 0 (see the itemset $I^{s}_{0}$ in the consequent related to the sleeping activity) and fitness activities, performed considering at most $r_w$ days, where $r_w$ is the considered temporal window. We remind the reader that the sequence of itemsets in the antecedent does not need to be complete. For example, a mined rule stating that after a day with medium heavy activity ($HA: 2$) and a long stretch of rest ($R: 3$), and the subsequent day with a low level of light activity ($LA: 1$), the predicted sleeping quality for the current day will likely be medium ($SL: 2$), has the form $\{HA : 2, R : 3\}_{-2} \land \{LA : 1\}_{-1} \rightarrow \{SL : 2\}_0 [s_i, c_i].$

When the Fitbit log is enriched with contextual information, ICARE mines sequential rules.
of the form \( r_j : CL_j^{f_{(n-1)}} \land \cdots \land CL_j^2 \land CL_j^1 \rightarrow I_0^s \), where each itemset in the antecedent of the rule contains, besides the information about frequent fitness activities, also the related contextual conditions, if available. For example, a mined rule stating that after a cloudy day with a medium level of heavy activity \((HA: 2)\) and a long stretch of rest \((R: 3)\), and the subsequent rainy day, during a weekend, with a low level of light activity \((LA: 1)\), the predicted sleeping quality for the current day will likely be medium \((SL: 2)\), has the following form:

\[
\{C, HA : 2, R : 3\}_2 \land \{R, WD, LA : 1\}_{-1} \rightarrow \{SL : 2\}_0 [s_r, c_r]
\]

To discover the best rule \( r \) for predicting the answer to the query “How well will I sleep tonight?”, we need to match the mined rules to a portion of the user’s Fitbit log \( L = \langle I'_{\tau_0 - (n-1)}, \ldots, I'_{\tau_0 - 2}, I'_{\tau_0 - 1} \rangle \) related to the established temporal window. This partial log will be hereafter called query. Note that if the user constantly wears the smartwatch, the query will contain information for each day, always enriched with contextual information related to the day of the week \((WD or not)\), and sometimes the weather conditions, when available. For example, during the previous 3 days the user log/query may be: \( L = \langle \{LA : 1, MA : 3, HA : 2, R : 3\}_{-3}, \{LA : 3, MA : 1, HA : 1, R : 3\}_{-2}, \{LA : 2, MA : 2, HA : 3, R : 2\}_{-1} \rangle \).

Note that \( L \) refers to weekdays (the item \( WD \) related to the weekend is not present) and the weather information is not available (i.e., the user did not declare his/her current location). The algorithm will then need to sift through all the mined rules to find one that matches the query in the antecedent and the goal in the consequent.

3.1. Rule Ordering

The set of rules is ordered using the following criteria: 1) confidence, 2) completeness, 3) support, and 4) size. Ordering by confidence and support is straightforward, as they are simple float values. A rule with better support will be prioritized over a rule with less support and the same goes for the confidence. On the other hand, ordering by completeness means that the rules that have at least one type of activity per timestamp in the considered temporal window will be prioritized over those that lack information in specific days. Let us define the subset of empty itemsets in a rule \( r \) as \( I_0^r : \{l_i \in r | l_i = \emptyset\} \). We can define the completeness order between two rules \( r_1, r_2 \) as \( r_1 >_c r_2 \rightarrow |I_0^{r_1}| < |I_0^{r_2}| \) and \( r_1 =_c r_2 \rightarrow |I_0^{r_1}| = |I_0^{r_2}| \).

If two rules \( r_1, r_2 \) have the same support, confidence and \( r_1 =_c r_2 \), then the rule with more itemsets will be prioritized: \( r_1 >_c r_2 : |r_1| > |r_2| \).

3.2. Rule Search

The recommender system is designed to be goal-oriented, so the rules are first filtered (according to their consequent) into two different sets \( \mathcal{R}^+(r) \) and \( \mathcal{R}^-(r) \), that will contain the recommendations on the fitness activities that may lead to better sleep quality and to worse sleep quality, respectively.

The two sets of rules are then searched separately to produce a positive recommendation and its negative counterpart. Before defining how rules are matched with queries, we need to
define the similarity of itemsets and items. Every item is either a contextual item or a physical activity represented by its intensity and duration, thus two items are considered similar if they have the same type, i.e., LA:3 is similar to LA:2 but not to MA:3. Note that the contextual value can match only with itself. Given an ordered set of rules, obtained through the above criteria, the algorithm needs to find the best rule that matches the query. The query is a list of activities and contextual information, if any, in sequential time slots and it is matched to the antecedent of a rule through the following criteria:

1. ** Exact Match →** the query is exactly the antecedent of the rule:
   - **Query:** \{LA : 3\}_3 ∧ \{MA : 2\}_2 ∧ \{R : 3\}_1
   - **Match:** \{LA : 3\}_3 ∧ \{MA : 2\}_2 ∧ \{R : 3\}_1

2. ** Match →** all of the items in the matching rule appear in the right time slot in the query:
   - **Query:** \{MA : 2, LA : 3\}_3 ∧ \{WD, LA : 1, R : 3\}_1
   - **Match:** \{LA : 3\}_3 ∧ \{MA : 2\}_2 ∧ \{WD, R : 3\}_1

3. ** Partial Match →** some of the items in the query appear in the right time slot in the matching rule, while others have "similar" counterparts in the right time slot:
   - **Query:** \{R : 2, LA : 2\}_3 ∧ \{MA : 2\}_2 ∧ \{L : 2, R : 2\}_1
   - **Match:** \{LA : 3\}_3 ∧ \{MA : 2\}_2 ∧ \{L : 2, R : 2\}_1

4. ** Similar Match →** every time slot in the query contains one item that is "similar" to one item in the corresponding time slot of the matching rule:
   - **Query:** \{R : 3, LA : 2\}_3 ∧ \{MA : 3\}_2 ∧ \{L : 2, R : 1\}_1
   - **Match:** \{LA : 3\}_3 ∧ \{MA : 2\}_2 ∧ \{L : 2, R : 1\}_1

The search algorithm then iterates over the ordered rules and returns the best match (or no match at all) according to the criteria above. If an exact match is encountered, the algorithm immediately returns the corresponding rule \(\tau\) iteration proceeds until the end and collects the other types of matching rules in their respective lists. At the end, the best rule \(\tau\) is the first rule in the first non-empty list in the order established above and is of the form:

\[
\tau : I_{(\tau - 1)}^f \land \cdots \land I_2^f \land I_1^f \rightarrow I_0
\]

If all lists are empty, the algorithm returns NULL. This process is executed for both \(\mathcal{R}^+(\tau)\) and \(\mathcal{R}^-(\tau)\), thus returning the best possible positive recommendation and the best negative recommendation. The two sets are of the form:

\[
\mathcal{R}^+(\tau) = \{I_{(\tau - 1)}^f \land \cdots \land I_2^f \land I_1^f \land I_0^f \rightarrow I_0^s \text{ with } I_0^s > I_0^t\}
\]

\[
\mathcal{R}^-(\tau) = \{I_{(\tau - 1)}^f \land \cdots \land I_2^f \land I_1^f \land I_0^f \rightarrow I_0^s \text{ with } I_0^s < I_0^t\}
\]

The set \(\mathcal{R}^+\) is composed of the rules with the same past activities of \(\tau\), but with a suggestion of fitness activities for the current day (i.e., \(I_0^s\)) and with a higher sleeping quality in the consequent. On the contrary, the rules in \(\mathcal{R}^-\) are those with the same past activities of \(\tau\), but with a suggestion of fitness activities for the current day (i.e., \(I_0^s\)) that may lead to worse sleeping quality in the consequent. The order relation > depends on the function we want to optimize. Note that the antecedent of a sequential rule is the explanation of the current suggestion, i.e., it is the recent behaviour of the user that leads to a certain sleep quality. It is important to highlight that, when
using sequential rules to provide recommendations, the sequential relationship between each itemset is important. Indeed, the user performs activities on particular days and under precise contextual conditions, thus the order is important. This is the reason why we have developed our approach without starting from well known algorithms, like GSP [5].

4. ICARE App

We implemented an Android app with a Python backend which recommends activities to perform during the current day, either a weekday or during the weekend, in order to increase the sleeping quality w.r.t. the predicted value, as well as the activities to avoid.

The app is written in Ionic, an open-source framework used to create hybrid mobile apps. Its main features resemble many existing health-related apps, collecting data from the user such as their weight, sleep quality, and activity levels. The latter are obtained directly from a Fitbit device worn by the user and are used mainly in the sleep quality prediction and the activity recommendation phases. The main view and the sleep quality prediction page, together with its explanation, can be seen in Figure 4(a), while positive and negative recommendations are shown in Figure 4(b). The ICARE app provides a personalized prediction by giving a sleep quality evaluation for the following night, with a visual representation of the related confidence, describing the expected likelihood that the prediction will turn out to be true. Moreover, we provide the user with an explanation for highlighting why that prediction was proposed. In particular, physical activities performed in the previous days, and considered as the revision reason, are summarized. This way users are given an insight into the motivations that led to a prediction, and thus they can better understand how activities and desired goals are intertwined.

Starting from the description of the present situation and the related prediction, ICARE provides users with personalized suggestions that are different for different users. The app shows the goal to reach, together with positive and negative recommendations describing activities to perform and to avoid, respectively, in order to achieve the given goal. Proposed suggestions change over time and are strictly related to user context.

5. Related Work

Data Mining algorithms considering the temporal dimension have been proposed in the literature and mainly infer sequences of events [8, 9, 10, 11]. In our proposal, we set the minimum time gap to the daily granularity of Fitbit data, the maximum time gap is flexible since the temporal window can be enlarged but we differ from other previous work because we need to maintain the relative (w.r.t. the current day) temporal information of each itemset, since it is used to provide in time recommendations and thus, the antecedent of mined rules has to match with the real user log storing what a user has done daily in the past few days.

The impact of contextual information has been investigated in the state of the art and considered relevant for providing personalized suggestions, since Context-Aware Recommendation Systems (CARS) are able to provide more accurate recommendations by adapting them to the specific context the user is acting in [12, 13]. Here, the notion of context can include, but it is not limited to, geographical, temporal, social and categorical information. For example, the
ability to discover that a particular user sleeps better after some days of heavy fitness activity and that the same user prefers to train during sunny days can be useful to provide personalized suggestions suited to the weather conditions of the next few days.

In the recommendation field, the importance of explanations has been also emphasized, since they could help users fulfill their needs more easily and in an intuitive way, but also accept the suggestions [14]. This is true especially in the health care domain, since people using wearable devices do not have clinical expertise, thus the ability to provide clear and quick recommendations, together with intuitive explanations, could be very important [15].

6. Conclusions

The paper introduces ICARE, a framework for collecting and enriching wearable device data to produce contextual sequential rules. Sequential rules correlating sequences of past events with a specified future goal are discovered by analysing temporal data. Finally, ICARE provides explainable recommendations by means of an intuitive application. As for future work, we plan to extend the ICARE app in order to collect the user’s opinion on the received predictions and recommendations, and to infer not just the frequent activity patterns, but also the average

Figure 4: (a) ICARE Prediction and Explanation (b) ICARE Positive and Negative Recommendations
duration of each activity correlated with additional external information (e.g., the daily schedule). Indeed, it could be useful to suggest the next best activities on the base of the user’s free time, whilst factoring the current time, the available remaining time interval, and the average duration of the activities to be recommended.
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